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Introduction

The Software-Defined Data Center (SDDC) is characterized by server virtualization, storage
virtualization, and network virtualization. Server virtualization has already proved the value of
SDDC architectures in reducing costs and complexity of the compute infrastructure. VMware
NSX network virtualization provides the third critical pillar of the SDDC. It extends the same
benefits to the data center network to accelerate network service provisioning, simplify
network operations, and improve network economics.

By deploying F5 BIG-IP and NSX together, organizations are able to achieve service
provisioning automation and agility enabled by the SDDC. This is combined with the richness
of the F5 application delivery services they have come to expect.

This guide provides configuration guidance and best practices for the topologies articulated in
the NSX F5 Design Guide to optimize interoperability between the NSX platform and F5 BIG-IP
physical and virtual appliances. It is designed to validate and complement the scenarios
described in the NSX F5 Design Guide and is intended for customers who would like to adopt
the SDDC while ensuring compatibility and minimal disruption to their existing BIG-IP
environment.
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Topology 1: Parallel to NSX Edge Using
VXLAN Overlays with BIG-IP Physical
Appliances

Web-VIP=20.20.20.5 (web-01 + web-02)
App-VIP=172.16.1.5 (app-01 + app-02) External
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Figure 1. BIG-IP appliance parallel to NSX Edge Services Gateway

The first deployment scenario utilizes a topology that creates a second data path for
application delivery traffic with BIG-IP appliances arranged logically adjacent to the NSX
Edge Services Gateway. This allows application specific optimizations and load balancing
decisions to take place before traversing the overlay network. It is also a key enforcement
point for application specific security policies to be built, from layer 4 through layer 7,
outside the flow and policy enforcement for traditional east-west traffic. This design also
provides a range of isolated private address space in the transit segment to be used for
application VIPs and SNATs for inter-tier load balancing.

DB-Tier-01
10.0.3.0/24
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L3 fabric
Leaf/Spine

Y
Compute Racks Edge Racks
Figure 2. Leaf/spine physical rack infrastructure

This topology is popular on standard layer 3 physical fabrics as seen in a leaf/spine topology
but is equally applicable to a flat layer 2 infrastructure. The physical placement of the BIG-IP
appliances should be in the same infrastructure racks as those reserved for the NSX Edge
Services Gateway deployments.

Implementation Infrastructure

In the validation environment, several ESXi clusters are in use. Some of the clusters are

NSX-enabled clusters and some are not.

For the purposes of explaining and building the validation infrastructure, we will be using
two of the clusters listed in Figure 3: the USSJ-55-Management Cluster and the USSJ-55-

Computer Cluster. While this is a smaller representation of a typical data center deployment,

the hardware is segregated in a manner consistent with that shown in Figure 2.

vmware* vSphere Web Client # @ U | Administraior@VSPHERELOCAL » | Help~ |
|« vCenter » ¥ F | (5 USSUVCELbdiscom | Actons - x
o =] aQ Summary | Monitor Manage Related Objecis - Recent Tasks ol

[5] USSJ-VC51.bd.15.com

~ [lgsic
» J UssU-51-02 Vitual Maghines, 329 USED: 4447 GHz CAPACITY: 408,82 GHz
H 7
» J USSU-51-03 o VEMORY FREE: 031.82 CB
p O
» [P uss)51-05 UseD: 730,67 GB caprTY. 162 T8

» [ USSJ-51-Computer Cluster 2
» [ USSJ-55-Computer Cluster
» [ USSJ-55-Management Cluster

USSJVC51.bdf5.com cru FREE- 3643 GHz |- ‘ A\I‘ Running Failed ‘

STORAGE FREE:6.01T8

G
USED: 7.26 TB CAPAGITY: 142 T8

Figure 3. vSphere console
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In accordance with best practices, edge and compute ESXi hosts are physically and
logically separated from one another. Physical F5 devices are installed in dedicated edge
racks, along with vCenter, NSX manager, and the NSX Edge Services Gateways, which
also will be installed in the management racks.

The virtual machines used as Web (Web), Application (App), and Database (DB) servers will
be running on ESXi hosts in the compute cluster. To better understand data traffic flows for
this deployment scenario topology, examine the VMWare NSX for vSphere (NSX-V) and
BIG-IP Design Guide.

Prerequisites

Referencing the diagram in Figure 1, the BIG-IP appliance requires connectivity for two
physical interfaces. One interface is used for management of the device and the other is
used for all production traffic. The VLAN numbers, the VXLAN segment IDs and the IP
addressing scheme can be tailored to your environment.

e The physical BIG-IP appliances will need to be installed and connected to the edge
rack top-of-rack switches. Each BIG-IP appliance’s management interface will need
to be connected to a switchport on a top-of-rack management switch and
configured with an IP address in the management segment.

e For this environment, a BIG-IP interface 1.1 will need to be connected to a switchport
on the edge rack top-of-rack switch that 802.1Q tags the VLANs used in this
environment. In the example, VLANs 20 and 159 are used.

e Physical network infrastructure switches connected to the ESXi servers and BIG-IP
appliance are configured to support 802.1Q tagging and allow the appropriate
VLANS.

e ESXihosts will need to be configured with the appropriate distributed port groups
and virtual switches.

External 20
dvs_VL155_NSXIPPool 155
TransitNet-1 159

Table 1. VLAN tags for configuration on distributed virtual switch and physical switches
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Transport Zone Segment ID Control Plane Mode

App-Tier-01 TransportZonet 7001 Unicast
DB-Tier-01 TransportZonet 7002 Unicast
TransitNet-2 TransportZonet 7003 Unicast
Web-Tier-01 TransportZonet 7000 Unicast

Table 2. Logical switch configuration

Network Segments

Two types of network segments are utilized in this topology: traditional 802.1Q VLAN
network segments and VXLAN overlay segments. Within NSX, we created IP Pools that
will be used by the Web, App, and DB virtual machines.

802.1Q VLAN segments

VLAN 20 External is the VLAN used for external connectivity. The 20.20.20.0/24 IP subnet
range is configured on this VLAN.

VLAN 155 dvs_VL155_NSXIPPool (not shown) is for management connectivity. The
10.105.155.0/24 IP subnet range is configured on this VLAN

VLAN 159 TransitNet-1 is the VLAN used as the transit VLAN between the BIG-IP
appliance and the NSX Edge for application traffic. The 172.16.1.0/24 IP subnet range is
configured on this VLAN.

VXLAN Segments

The Web, App, and DB tier virtual machines are all provisioned and connected to VXLANSs.

VXLAN 7000 Web-Tier-01 is the segment ID used for the blue web connectivity.
The 10.0.1.0/24 IP subnet range is configured on this VXLAN.

is the segment ID used for the yellow app connectivity.
The 10.0.2.0/24 IP subnet range is configured on this VXLAN.

is the segment ID used for the green DB connectivity.
The 10.0.3.0/24 IP subnet range is configured on this VXLAN.

VXLAN 7003 TransitNet-2 is the VXLAN segment ID used for the transport zone
between the DLR and the NSX Edge.
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NSX Edge Configuration

1. Inthe vSphere Web Client console, begin by navigating to Networking & Security in
the left column. Under Networking and Security, choose NSX Edges and then click the

green plus symbol (+).

vmware: vSphere Web Client #® &

<4 Home } ¥ X NSXEdges

Networking & Security NSX Manager:
55 NSX Home s

ﬁ Installation d N

"5 Logical Switches
_ NSXEdges
i Firewall

[, SpoofGuard

% Service Definitions

B Service Composer

& Data Security

Flow Monitoring

[:9 Activity Monitoring

+ Networking & Security Inventory
% NSX Managers m >

2. Select Edge Services Gateway as the Install Type and provide a name for the device,
then click Next.
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New NSX Edge M
P Hame and description
% 1 Mame and descripfion
2 Setlings _ _
Install Type: (=) Edge Sendces Galeway
3 nt
attings Logical (Distributed) Router
o
Name «| Topo1ESG
Hostname:
Description
Tenant
Next Canesl

3. Under Settings, select Enable SSH access and provide a username and password
for the Edge Services Gateway. Click Next.

New NSX Edge 2 M

+ 1 Name and description Seftings

v BT

3 Configure deployment CLI credentials will be set on the NSX Edge appliance(s). These credentials

can be used to login {o the read only command line interface of the appliance

4 Configure interfaces
User Name: = admin
5 Default gateway settings
Password: PSS

6 Firewall and HA

Confirm password: = seeererme
7 Ready to complete
[/] Enable SSH access

[] Enable High Availability

[v] Enable auto rule generation

Enable auto rule generation, to automatically generate service rules to allow flow of
contral traffic

Edge Control Level Logging | EMNERGENCY =

Back Next Cancel

4. Under Configure deployment, select the Datacenter and Appliance Size appropriate
for your deployment, and check the Deploy NSX Edge checkbox. Then click on the
green plus symbol (+) under NSX Edge Appliances.



BEST PRACTICES

VMware NSX for vSphere (NSX-v) and F5 BIG-IP

New NSX Edge

+ 1 Name and description
+/ 2 Seftings
4 Configure interfaces
5 Default gateway settings
6 Firewall and HA

7 Ready to complete

Configure deployment

Datacenter: | 8JC

Appliance Size: (=) Compact

() Large
() ¥-Large
() Quad Large

[] Deploy NSX Edge

HSX Edge Appliances

Specifying a resource pool and dal
Edge appliance

Back Next Cancel

-]

Datastore Folder

tastore is mandatory for configuring the MSX

5. Selecting the green plus symbol will display the options in the screenshot below.

Choose the appropriate Cluster/resource pool and Datastore (for this example, the
USSJ-55-Management Cluster and the 2240-2-10K datastore). The host selection

is optional. Click OK to complete. This will return you to the configure deployment
screen shown in step 4. Click Next to continue.

Add NEX Edge Appliance

Datastaore:
Host:

Folder:

Cluster/Resource Foal: =

Specify placement parameters for the NSX Edge appliance.

& | 2240-2-1

I1535J-558-Managemen...

4

0K hd

OK Cancel

6. Inthe Configure interfaces dialog box,
Add NSX Edge Interface dialog box.

select the green plus symbol to display the

10
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New NSX Edge

(2 »

+ 1 Name and description Configure interfaces

+/ 2 Settings
Configure interfaces of this NSX Edge

&+

+/ 3 Configure deployment

il 4 Configure interfaces

5 Default gateway settings VNIC# Name IP Address

6 Firewall and HA

7 Ready to complete

Back Next

Subnet Prefix
Length

Connected To

Cancel

7. Provide a name and click Select next to the Connected To field.

1
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Configure subnets

=
IP Address Subnet Prefix Length
MAC Addresses:
You can specify a MAC address or leave it blank for auto generation. In case
of HA, two different MAC addresses are required.
MTU: 1500
Options: [] Enable Proxy ARP [ ] Send ICMP Redirect

Fence Parameters:

Example: ethernet0.filter1.param1=1

OK || Cancel

Add NSX Edge Interface (7)
VvNIC#: 0
Name: # | External
Type: () Internal (=) Uplink
Connected To: Select Remove
Connectivity Status: Connected (+) Disconnected

8. For the External network, click on the Distributed Portgroup tab and then selecting the

Portgroup used for external access. Click OK.

12
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Logical Switch | Standard Portgroup | Distributed Portgroup |
% [Q dvs_vi20 -~
Type
Distributed Port Group

1 of 32 items

OK l [ Cancel

9. Once the network is chosen, select the green plus symbol (+) under Configure subnets
to add the appropriate IP address and subnet configuration to the interface.

13
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Add NSX Edge Interface (?)
vNIC#: 0
Name: + | External
Type: (O Internal (s) Uplink
Connected To: dvs_VL20-NSXExternal Change Remove

Connectivity Status:  (s) Connected () Disconnected

Configure subnets

%
IP Address Subnet Prefix Length
MAC Addresses:
You can specify a MAC address or leave it blank for auto generation. In case
of HA, two different MAC addresses are required.
MTU: 1500
Options: [ ] Enable Proxy ARP [ | Send ICMP Redirect

Fence Parameters:

Example: ethernet0.filter1.param1=1

10. In the Add Subnet dialog box, enter the appropriate IP address and Subnet prefix
length, and click OK.
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Add Subnet (7)

Specify the IP addresses in the subnet: =

+ 7 x
Primary IP IP Address
(o) 172.16.1.1 @ OK Cancel

Subnet prefix length: 24

11, This will bring you back to the Configure interfaces dialog box. For each of the three
interfaces required for this deployment scenario, configure the appropriate subnets
and switch type, according to the table below.

External Uplink Distributed Port Group 20.20.20.2/24
TransitNet-1 Uplink Distributed Port Group 1716.1.1/24
TransitNet-2 Internal Logical Switch 172.16.2.1/24

Table 3. NSX Edge network interfaces

12.  Once the interface settings are completed, the next step is to configure the default
gateway settings. The default gateway is our data center backbone router with the IP
address of 20.20.20.1 on External vNIC that we configured under the interface settings.

Use the default MTU parameter unless the network is using an MTU of a different size,
such as jumbo frames. (Configuring a non-standard MTU that is inconsistent can lead
to unnecessary fragmentation of packets or black-holing of some traffic.) Click Next to
continue.
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New NSX Edge 2

1 Name and description Default gateway settings

@ Configure Default Gateway

v

' 2 Settings
+ 3 Configure deployment
v

4 Configure interfaces NIC: = External T
5 Default gateway settings Gateway IP: +| 20.2020.1|
6 Firewall and HA MTU: 1500

7 Ready to complete

Back Next Cancel

13. HA settings can be left as default. Check Configure firewall default policy and check
Accept for the Default Traffic Policy.

Hew NSX Edge 2}

1 Name and description Firewall and HA

2 Seftings
[] Configure Firewall default policy

Default Traffic Policy: (=) Accept ()

v

v

+" 3 Configure deployment
~" 4 Configure interfaces

v

5 Default gateway settings Logaing: () Enable («) Disable

6 Firewall and HA
Configure HA parameters

7 Ready fo complete Configuring HA parameters is mandatory for HA to work.
wlNIC: any b

(seconds)

o

Declare Dead Time: |1

Management IPs

You can specify pair of IPs (in CIDR format) with /30 subnet. Management IPs must
not overlap with any vnic subnets

Back Next Cancel

14. Select Finish to complete the deployment of the NSX Edge.
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Create and Deploy DLR

Within VMWare NSX, the Distributed Logical Router (DLR) provides an optimized way of
handling east-west traffic within the data center. East-west traffic consists of
communication between virtual machines or other resources on different subnets within a
data center. As east-west traffic demand increases within the data center, the distributed

architecture allows for optimized routing between VXLAN segments.

(Note that DLR and LDR—Logical (Distributed) Router—are used synonymously by
VMware.)

1. Return to the vSphere Web Client console and choose Networking & Security in the
left column. Under Networking and Security, choose NSX Edges and then click the

green plus symbol (+).

vmware* vSphere Web Client #® &

<4 Home » ¥ X NSXEdges
Networking & Security NSX Manager: (10.105.134.165 | v]
5 NSX Home .

@ Installation Id Nd
" Logical Switches
i Firewall

%, SpoofGuard

% Service Definitions

J=[ Service Composer

@ Data Security

Flow Monitoring

(i3 Activity Monitoring

= Networking & Security Inventory
% NSX Managers >

2. Select Logical (Distributed) Router as the Install Type and provide a name for the

device, then click Next.

17
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New NSX Edge 2 M
Y 1 Name and description Name and description
2 Saettings
Install Type Edge Senices Galeway
Configure deploymen

5 Default gate *) Logical (Distributed) Router

Nama. « TopoiDLR
Hostname:

Description

Tenant

Next Cancel

3. Under Settings, check Enable SSH access and provide a username and password for
the Edge Services Gateway. Select Next.

Naw NSX Edge 2 M

+ 1 Name and description Settings

2 Seftings
Conflgure d e CLI credentials will be set on the NSX Edge appliance(s). These credentials
onfigure deployme

can be used to login o the read only command line interface of the appliance

User Name: + admin
Fassword

Confirm password: « |*reessseesy

[V] Enable S5H access

] Enanle High Avallapility

Edge Control Level Logging | EMERGENCY -

Back Next Cancel

4. Selecting the green plus symbol (+) in the Configure Deployment section will display the
options in the figure below. Choose the appropriate Cluster/resource pool and
Datastore (for this example, the NSX Computer Cluster and the 2240-2-10K datastore).
The Host is optional. Click OK to complete and Next to continue. This will return you to
the screen shown in step 2.
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Edit NSX Edge Appliance ?

Specify placement parameters for the NSX Edge appliance.

Cluster/Resource Pool: = | NSX Computer Cluster | =

Datastore: | 2240-2-10K | -
Host: S — !‘l‘

Folder: | =

- [k || cancel

5. Select Configure Interfaces, and then click Select to the right of the Connected To

text box.
Meow NEX Eage T
+ 1 Namao and description Configure mierfaces
v 2 Semtings
Manageman| Inteifacs Coaliguration
w3 Configure deployment
Connocted To: Selsct
v
5 Defaull gatewny seltings L

& Ruaidy Lo complata P A Suiteeet Preta Length

The management ntertace i3 a mandatory special-purpos ¢ merdace that requires
network connedilely and i configured separatedy from olher inbedaces in e
Lol Rousr

Configure ilaraces of his NSX Edge

+

it Prefs
Hmne " hsdsem Comrscme T
Langtn

Back Haxt Cancal

a. Inthis case, the management interface should be connected to a distributed port
group that is connected to the shared management VLAN.
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Connect NSX Edge to a Network (7]
Logical Switch | Distributed Portgroup
% lQ dvs w159 -
Mame Type
i) é dvs_WL155 MSXIFPool Distributed Port Group
i 1 of 2 items
[ OK l [ Cancel

b. Click the green plus symbol (+) to specify a fixed IP address and Subnet prefix
length in the management network. Click OK to complete.

Add Subnet

Specify the IP addresses in the subnet %

% 7/ x
Primary I[P IP Address
() 10.105.155.19 @ oK | Cancel

Subnet prefix length: v|24—| |

OK ][ Cancel

6. For each of the four interfaces required for this topology, configure the appropriate
subnets and switch type according to the table below. Select the green plus symbol (+)
under Configure Interfaces of this NSX Edge to bring up the Add Interface dialog box.

20
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Interface IP/Subnet
Prefix

TransitNet2 TransitNet-2 Uplink Logical Switch 17216.2.2/24
WebTier WebTier Internal Logical Switch 10.01.1/24
AppTier AppTier Internal Logical Switch 10.0.2.1/24
DBTier DBTier Internal Logical Switch 10.0.3.1/24

Table 4. NSX distributed logical router network interfaces

The DLR interface configuration, once completed, should resemble the dialog box below.
Click Next to continue.

New NSX Edge

" 1 Name and description

+ 2 Seltings

+ 3 Configure deployment

v
5 Default gateway settings

6 Ready to complete

Configure interfaces

Management Interface Configuration

Connected To: = dvs_VL155_NSXIPPool Change Remove
&+

1P Address Subnet Prefix Length
10.105.165.19* 24

The management interface is a mandatory special-purpose interface that requires network connectivity and
is configured separately from other interfaces in the Logical Router.

Configure interfaces of this NSX Edge

+

Mame IP Address
TransitMet2 172.16.2.2*
WebTier1 100.1.1*
Apptier 10.021*
DBTier 10.0.3.1*

Subnet Prefix

24
24
24
24

Back

Connedted To

Transithet-2
WebTier
AppTier
DBTier

Hext

Cancel
[

With the interface settings complete, the next step is to configure the default gateway

settings. The default gateway for the DLR is the data center core router that we

configured in the previous section across the transit segment TransitNet2.

For the vNIC, select TransitNet2 and provide the Gateway IP address of the NSX Edge.

In this example, it is 172.16.2.1. Click Next to proceed.

21
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New NSX Edge 2

+ 1 Name and description Default gateway settings

v 2 Settings

[#] Configure Default Gateway
+ 3 Configure deployment
v

4 Configure interfaces WNIC: # | TransitNet2 B

5 Default galeway setfings Gateway IP: #| 172.16.2.1|

6 Ready to complete

MTU! 1500

Back Hext Cancel

8. Click Ready to complete to review your configuration and then click Finish to deploy
the DLR. Depending on the number of ESXi hosts, it may take some time for the DLR
deployment to complete.

New NSX Edge 2
+ 1 Name and description Ready to compiete

o e Name and description

~ 3 Configure deployment MName: Topo1DLR

+ 4 Configure interfaces Install Type: Logical (Distributed) Router

+ 5 Default gateway settings Tenant:

BY 6 Ready to complete HA: Disabled

Management Interface Configuration
Connected To:  dvs_VL155_NSXIPPaol

IP Address Subnet Prefix
Length
10.105.155.19* 24

NSX Edge Appliances

Resource Pool Host Datastore Folder

NSX Computer Cluster 2240-2-10K
Interfaces

Name 1P Address SubnetPIEfix | o nacted To

Length

TransitNet2 17216.2.2* 24 Transithet-2

WebTier1 10.0.1.1* 24 WebTier

Apptier 10.0.2.1* 24 AppTier

DBTier 10.0.3.1% 24 DBTier

Back Finish Cancel

9. Once complete, the vSphere NSX Edges configuration should resemble the image
below.
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vmware® vSphere Web Client # &

4 Home " x| nsxedges

Networking & Seeurity

g nstallation
-

2 Logical Switches s
= NSXEdges ey
B Firewall

2 SpoofGuarg
8 Senice Defintions
[2f Senice Composer
@) Data Secuity
Flow Monitoring

INSXManager: [ 10.105.155.165 |~

{0 NSX Home S x O % @ [ @Adons~

14 Name. Tyee
Topo1ESG NSXEdge

Topo1DLR Logical Router

| 4 0 mstalling | € 0 Failed
Vesien - stats
611 Deployed
611 Deployed

U | Administrator@VSPHERE LOCAL ~ | Heip ~ | (YN

~ [£] Recent Tasks

Q Filter ~'}| ar | Running
nteaces siee
3 Comp
5 comp
My Tasks +

Falled

More Tasks

NSX Edge Static Routing Configuration

For this deployment scenario, static routing is configured to allow the NSX Edge to forward

packets into the different tiered networks via the DLR. The default gateway configuration on
both the NSX Edge and the DLR ensures packets find their way out to external networks.

This configuration is also required to ensure that traffic coming from the external networks

finds its way in.

1. Double-click on the NSX Edge you configured in the first section.

File Edt View Favorites Tools Help

vmware' vSphere Web Client # @

4 Home "/ x| Nsxedges

Networking & Seeurity

INSXManager: [ 10,105.155.165 |~

B xtoms ®Ix 0% @ [ | @adons
@} installation = o s e
Swiches edge3 TopotESG NSK Eage
- edge-4 Topo1DLR Logical Router
P Firewa
3 SpoofGuard
 Senice Definiions
2 Senvice Composer
@) Data Szcurty
Flow Monitoring

| % 0mstaliing | € 0 Failed |

Version Statis

611 Deployed
611 Deployed

U | Administrator@vSPHERELOCAL ~ | Heip ~ | (EYER

~ [£] RecentTasks

Q Fier ~ | An | Running
Intertaces size
3 Comp
5 Comp
My Tasks +

Falled

More Tasks

2. The configuration screen below should now be displayed. Click on the Manage tab

and then select the Routing sub-tab. In the left-hand column, click Static Routes, and

then click the green plus symbol (+) to bring up the Add Static Route configuration

dialog box.

Fle Edit View Favoriter Toock Help

vmware' vSphere Web Client # @

4 Metworking & Sec % - ® 8

2 TopotESG

=% TopolESG | Actions =

| Summary Monitor lllllm_

Semngs | Firewall DHCP NAT 'Routing’ Load Balancer VPN | SSLVPNPus  Grouping Objects

-
Gobal Confguration
O5PF
RGP
1515
Route Redist ibuon

&

dabiern

23
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1. Provide an internal summary route that points the NSX Edge to the TransitNet-2 IP
Address of the DLR interface. In this case, a summary of 10.0.0.0/16 is pointed
internally to the DLR IP address of 172.16.2.2. Click OK.

Add Static Route (2

Metwork: # [ 10.0.0.0M16

MNetwork should be entered in CIDR format
eq 192169 1.0024

Mext Hop: 172.16.2.2

Interface: | Transithet-2 - | ®
MTL: 1500

Description:

2. Click Publish Changes to push the updated routing information to the NSX Edge.

File Edit

View Favorites Tools Help

vmware® vSphere Web Client # @

|4 Networking & Sec. » ¥ K I TopolESG | Actions ~
5% TopolESG

Summary  Monitor ‘ Manage

| setiings | Firewall | DHCP | AT [Rouling | Load Balancer | VPN | SSLVPN-Plus | Grauping Objects

A ‘Changes to the Static Routing configuration will take effect only after being published. Please click on "Publish Changes” to publish

Global Configuration | Publish Changes || Revert |
Static Routes
OSPF *

T Network Mext Hoj Interface
BGP i 7

1518 10.0.0.0M86 172.16.2.2 TransitNet-2

Route Redistribution
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BIG-IP Appliance Configuration

The validation of this topology is currently configured on a single device. The base network
configuration consists of configuring the VLANs and assigning them to an interface as well
as creating the appropriate self IP addresses for each of the network segments. For

production deployments, F5 recommends that two BIG-IP devices be configured in an HA

configuration.

Prerequisites

e The BIG-IP appliance is configured with a management IP address in the proper
subnet.

e Licenses have been applied and activated.
e Appropriate provisioning of resources is complete.
e Base configuration of services DNS, NTP, SYSLOG are configured.

e BIG-IP Interface 1.1 is physically wired to a switch configured to support 802.1Q
tagging of traffic on VLANs 20 and 159.

For info on how to perform these installation and basic setup steps, refer to
http://support.f5.com and consult the appropriate implementation guide for your version

and device.

Create VLANs

1. From the Main tab of the BIG-IP Configuration Utility navigation pane, expand
Network and select VLANS.

2. Inthe upper right corner, click Create.

Edt View Favertes Took Help

g Stavstics

3 woe

o i~
5] Local Traffic [w| = Name.

Mo tecords to display
(734) Acceleration o)

* Appication |+ Tag | Uniagged inierfaces | Tagged Interiaces = Fartion / Pain

) Devce Managament

£2) Network
Intertaces
Routes &B=—0
sarrips
Packet Fiters

Spanning Tree

Trunks
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3. Under General Properties, enter a unique name for the VLAN. In this example, we
used External.

4. Inthe Tag field, enter the External VLAN ID of 20.
5.  Under Resources, for Interface, select 1.1.

6. Select Tagged and then click the Add button below it.

|| ONLINE (ACTIVE)

Device Management

52 Network

Interfaces
Routes

Self IPs

Packet Filters
Trunks

Tunnels

Route Domains
VLANs

Class of Service
ARP

IPsec

WCCP

DNS Resolvers

System

Network » VLANS : VLAN List » New VLAN...

General Properties

Name External
Description
Tag 20
Resources
Interface: | 1.2
Tagging: Tagged
Add
Interfaces 1.1 (tagged)
_Edit | Delote
C Basic
Source Check O
MTU 1500
sFlow
Polling Interval Default Default Value: 10 seconds
Sampling Rate Default Default Value: 2048 seconds

Cancel Repeat

Finished

7. Select Repeat to proceed with creating the transit network.

8. Under General Properties, enter a unique name for the VLAN. In this example, we
used TransitNet1.

9. For the Tag, enter the TransitNet-1 VLAN ID of 159.
10. Under Resources, select the Interface 1.1.
11. Select Tagged and click the Add button below it.

12. Select Finished to complete the VLAN creation.
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Configure Self IP Addresses

Self IP addresses are logical interfaces that allow the BIG-IP to participate in the networks
for which they are configured. They also are useful for functions such as SNAT to ensure

symmetric traffic patterns.

1. On the Main tab of the BIG-IP navigation pane, click Network and then click Self IPs.
2. Inthe upper right corner of the screen, click the Create button.

3. Type a unigue name in the Name box. In this example, we used Extself IP.

4. Inthe IP address box, type the IP address you want to assign to a VLAN. For the
External network, use 20.20.20.10.

5. Provide the appropriate subnet mask in the Netmask box. In this example, we used
255.255.255.0.

6. Forthe VLAN/Tunnel, select External from the dropdown box.
7. Use the default settings for Port Lockdown and Traffic Group.

8. Click the Repeat button to continue.

File Edt View Fovontes Toolk Help

|| DMLINE (ACTIVE)

Loadi
l Standalone ? i .
J Network »+ Self IPs s+ New Self [P,
|' Statistics
Configuration
= . SeNAEEE
(g wer Name [ExseinP
5 Local Traffic IP Address [z0202010
(2%} Acceleration Netmask | 255.255 255.0)
VLAN | Tunnel External w|
;ﬂ Device Management
Port Lockdown [ABiow None ™]
=) Network —
[Jinherit traffi fr t partition /
T o _[nuf ¢ group from current p - on / path -
Interfaces e — . 1=
P Routes Cancel | | Repeat F'm'q}ed
Sell IPs
Darkat CMarc
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9. Complete the configuration for the TransitNetSelf self IP using the following settings:

a. Name: TransitNetSelf

b. IP Address: 172.16.1.2

c. Netmask: 255.255.255.0

d. VLAN/Tunnel: TransitNet1

bd5000_bd 15 com

- | OMLINE (ACTIVE)
S | standalone
L.

|_*J Statistics
55 Local Traffic
{1 2%) Acceleration
== Device Management
L5l Network
Interfaces

Routes

Sall |Ps

File Edt View Favontes Tools Help

Network = Self IPs . New Seif 1P

Configuration

Name

IP Address
Netmask
VLAN | Tunmnel

Port Lockdown

Traffic Group

[ Caneel ] | Repest | .F!“'S.'!Pd[}

i TransNetSelf

[ 1721812

| 255.255.255.0

bl
[ABow None ]

[Jinherit traffic group from current partition / path

10. Click Finished to validate the completed self IP configuration.

Network » Self IPs

7 ~  Self IP List

Create...
‘eﬂame + Application | + IP Address | # Netmask % WLAN [ Tunnel | < Traffic Group ‘#Paﬁtiun;‘Patl‘l
[ ExtSemr 20.20.20.10 255.255.255.0 External traffic-group-local-enly Common
[ TransitNet-01 172.16.1.2 2552552550 App-Tier traffic-group-local-only Common
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Configure Static Routes

To ensure the BIG-IP can properly forward requests to the application servers within the

overlay network and also communicate with all external networks, static routing is used to

provide two discreet paths for traffic. The External VLAN will be used for web tier

application traffic VIPs; TransitNet-1 will be used for application tier VIPs as well as the

source IP for SNAT traffic.

1. From the Main tab of the BIG-IP Configuration Utility navigation pane, expand

Network and select Routes.

2. For the Name, use the keyword default.

3. The default route for both Destination and Netmask is 0.0.0.0.

4. The Gateway Address is the address of the core router, 20.20.20.1.

5. Click Repeat to complete and add the second route.

File Edt View Fovorites Tools Help

2  bd5000 bd 15 com

- || OMLINE (ACTIVE)
fs || Standalone
-

MNetwork »» Roules

New Route

S -

" I Name [‘Getaun
7 Local Traffic Descriplion |
(7N) Acceteration Destination [0000
G eves megsrint Netmask [o000
Resource Use Gateway... v]

) Neteork I Gateway Address [i7 Adaress [~ 2020201

Interfaces MTU ID—
0 Routes P — '

Self IP2 [ Concel]  Rapest] F.‘MS'
Packet Filters

6. For the network route pointing internally to the application servers, use the Name

ServerRoutes.

7. The Destination and Netmask for ServerRoutes is 10.0.0.0 and 255.255.0.0

respectively.
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8. The Gateway Address is the address of the NSX Edge Service Gateway on the transit
segment TransitNet1: 172.16.1.1.

9. Click Finished to continue.

File Edt View Favonter Tools Help
bdS000

| OMLINE ACTIVE)

l Standnlone

Network »» Roules . New Houte...

(g Statistics
Properties
al iA
g oo | Name [SeverRouted
45) Local Traffic Description |
S ket Destination [ 10000
Netmask [ 255285 0.0
== Device Management
Resource Use Galeway... ~]
S5 Network I Gatewsy Address [IP Address [l [ 1724611 ®
Interfaces MTU ]
Routes : .
Cancel | | R Fmnish
Sell IPs et U ﬁ

10. The completed routing configuration should resemble the configuration below.

Network » R

# - Route List

‘vName ‘¢Appl.icaﬁnn ¢Des|jnaﬁun‘¢Net|nask‘Ruuhe[hmail RemuteType|Resnume‘¢Patitinm‘Paﬂ1
[ default Default IPvd Partition Default Route Domain  Gateway 20.20.20.1 Common
[0 ServerRoutes 10.0.0.0 255255.0.0 Partition Default Route Domain  Gateway 172.16.1.1 Common

Application Configuration

Application configuration typically consists of a base configuration of pool members that
are contained within the pool object. The virtual server references the pool to make a load
balancing decision among the available pool members. Additional application delivery
functionality such as SSL termination, more flexible load balancing algorithm selection,
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and layer 7 data plane programmability via iRules can be leveraged but are outside the

scope of this validation.

Create application pools

In the following examples, we are creating the most basic of pools for our web and app
servers to show the minimum configuration that’s required in order for the F5 appliance to
load balance the two tiers (web and app). The F5 device will not be load balancing the DB
tier traffic, so we are not creating a pool of the DB servers.

1. Onthe Main tab, click Local Traffic and then click Pools to display the Pool List screen.

2. Inthe upper right corner of the screen, click the Create button.

3. Inthe Name field, type a unique name for the web pool. For this validation, we used
WebServerPool.

4. In the Health Monitors section, select an appropriate monitor for your application. In
this case, we chose a gateway_icmp monitor to ensure server health, but much more
in-depth health monitoring is available to determine application availability.

5. Under Resources, select a Load Balancing Method. For basic load balancing in this
validation, Round Robin was used.

6. Under Resources, use the New Members setting to add the IP address and port of
the web servers (refer to Table 5 below). Click the Add button for each pool member.

7. Click Repeat to continue and enter the application tier information.

web-01 10.0.1.11 80 (HTTP)

web-02 10.0112 80 (HTTP)

Table 5. BIG-IP web tier pool members
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File Edt View Favorites Tools Help

|

J OMLIME (ACTIVE)
| standalone

Local Traffic » Pools : Pool List . New Pool

""—" Statistics
Configuration: |Basic v
@ I Name | webserverFaol
Ef_‘[ Local Traffic | Description |
Metwork Map Active Available
m— ICommaon : ICommon
rual Servers - galeway_lcmp ==| | hitp
Health Monitors : | a5
Polices: _p:l hitps
443
Profies g
iRules Resourcas
Poals Load Balancing Mathod |Rnunn Rotin [w]
Mades Prigeity Group Activation |Dlsamed |
Mol
i Nods Name: | (Optional)
e Adoress:  [10.0112
Address Transiation Service Port | 80 |HTTP 1]
haad]
DNS Express Zones Membe LA |
i = R:1 F0C01000.1.11 10.0.1.11 :80
DNS Cachos R POCO 100112 10011280
{7 %) Acceleration
i Delaie
Device Management
= Conce | [Repeat | Fiifgd |
=) Network

8. Inthe Name field, type a unique name for the web pool. For this validation
AppServerPool was used.

9. Inthe Health Monitors section select an appropriate monitor for your application. In
this case, we are choosing a gateway_icmp monitor to ensure server health, but much
more in-depth health monitoring is available to determine application availability.

10. Inthe Resources section of the screen select a Load Balancing Method. For basic
load balancing in this validation, Round Robin was used.

11. In the Resources section of the screen, use the New Members setting to add the IP
address and port of the web servers (refer to Table 6). Select the Add button for each
pool member.

12. Click Finished to complete the pool creation.
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Name (Optional) Address Service Port
App-01 10.0.2.11 80 (HTTP)
App-02 10.0.2.12 80 (HTTP)

Table 6. BIG-IP application tier pool members

J OMLINE (ACTIVE) :
s | standalcne - ;
'S . pur device,

Local Traffic » Pools : Pool List » New Pool

|/ Statistics
Configuration: |Basic
E’ I Name | AgpServerPool
Etj-j Local Traffic Descriglion |
Metwork Map Adtiva
Wirual Saners Health Monitors galeway_icmp
Policies
Profiles
iRules Resourcas
Pools Load Balancing Mathod [Round Robin [~]
Nades Pripnty Group Activetion |Dlsame¢ )
ki ® New Noge U Node List
Trafic Class Node Name: | {Optional)
Addrass Transkation Address I 00212
Service Port | 80 HTTP W
DNS Express Zones eems I l o
New Members | Add |
DNS Caches R:1P-0CO 100211 10.0.211 .80
R:1 POC0 1000212 10002 12 80
{ ._ﬁ Acceleration
== Device Management LE || Dasla |
Cancel | [ Repeat || Finped |
==l Network @

The completed configuration for the web and application tier pools should look similar to the
image below. Note that the green circles demonstrate that the health monitor, in this case,
ICMP, is able to successfully monitor the servers in the overlay networks.
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Local Traffic s» Pools : Pool List

7y -~ Pool List Statistics
F |[Searcn
‘ || Status ‘ « Name + Application ‘ Members | + Partition / Path
O Q AppServerPool 2 Common
O Q WebServerPool 2 Common
[Delete... |

Create application virtual server

In creating a virtual server, you specify a destination IP address and service port on which
the BIG-IP appliance is listening for application traffic to be load balanced to the appropriate
application pool members. In this validation, we have two virtual servers (VIPs) to create:
one for the web tier, which will be available to the external network on the 20.20.20.0/24
segment, and the other for the application tier, available on the TransitNet-1 segment.

1. On the Main tab, select Local Traffic and then click Pools. The Pool List screen is
displayed.

2. Inthe upper right corner of the screen, click the Create button.

3. Inthe Name field, provide a unique name for the web application. In this case, we used
Web-Vip.

4. In the Destination Address field, enter 20.20.20.5.

5. For Service Port use the standard HTTP port 80.

6. Inthe Configuration section, select Auto Map for the Source Address Translation.
7. Under Resources, select the WebServerPool from the Default Pool dropdown box.

8. Click Repeat to continue to configure the application tier virtual server.
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File Edt View Favontes Tools Help

| OMUINE (ACTIVE)
| Standalone

Local Trafic » Virtual Servers : Virtual Server List New Vi

G Wow ' Name | web-vip
(3 vLocal Traffic Description |
Network Map Type Stancard v
Vinual Servers Source |
Polices =
Type ® Host () Network
Profies Esin Address. [ 2020205
iRules Service Port | 80 [HTTPR 2
Post State

Monitors
Source Address Transiation Auto Map v

Content Rewrite
Rewrite Profile [Nose ]
HTML Profile Nose | v]
Acceleration
Rate Class None| v
OneConnect Profie None v
NTLM Conn Pool Nome | V|
HTTP Compression Profie [Nome v
| Web Acceleration Profile |None v
’ SPOY Profie N ]
Resources
Enabled Avaiable
Ruses
[Ue]
Enabled
Poicles
Defaut Pool o]l esseveros 2]
Detaull Persistenc Profie None v
Fallback Persistence Profile |Norn v

[ Cancel || Repest || Finished |
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1. In the upper right corner of the screen, click the Create button.

2. Inthe Name field, provide a unique name for the web application. In this case, we used

App-Vip.
3. Inthe Destination Address field, enter the IP address 10.0.1.5.
4. For Service Port, use the standard HTTP port 80.
5. In the Configuration section, select Auto Map for the Source Address Translation field.
6. Under Resources, select AppServerPool from the dropdown box.
7. Again, click Finished to continue to configure the application tier virtual server.

The virtual server list ought to look similar to the one shown below. The green status icons
indicate that all systems are go with the validation application. The virtual servers and the

associated pools are reachable and healthy.

Local Traffic »» Virtual Servers : Virtual Server List

« | Virtual Server List | Virtual Address List

F |[Searen
‘ || Status ‘  MName + Application | 4 Destination | ¢ Service Port‘ < Type | Resources ‘ + Partition / Path
O Q App-Vip 10015 80 (HTTP) Standard Edit. . Common
|:| (7] Web-Vip 20.20.20.5 B0 (HTTP) Standard Edit.. Common

[ Enable | [ Disable || Delete... |

Validation
The web tier virtual server should now be available and accepting application traffic on port

80 (HTTP).

On the Main tab, expand Local Traffic and then click Network Map to display the overall
health of the applications and their associated resources.
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Local Traffic »» Network Map

3 - | Network Map
‘Status  [Any Status Type [AllTypes search | Search iRule Definition 0|
[ Show Summary |[ Update Map |
Local Traffic Network Map
@ App-Vip @ Web-Vip
@ AppServerPool @ WebServerPool
@ 10.0.2.11:80 @ 10.0.1.11:80
@ 10.0.2.12:80 @ 10.0.1.12:80

Any web browser can be used to test by typing http://20.20.20.5 to send a request to the
virtual server. A simple Apache web server can be installed on the web tier to validate.

ea® < M 20.20.205 i th

It works!

This is the default web page for this server,

The web server software is running but no content has been added, yet.

This concludes the validation of the Adjacent to NSX Edge Using VXLAN Overlays with
BIG-IP Physical Appliances deployment scenario.
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Topology 2: Parallel to DLR Using
VLANSs with BIG-IP Physical
Appliances

Web-VIP=20.20.20.5 (web-01 + web-02)
App-VIP=10.0.1.5 (app-01 + app-02) External
Note: App-VIP require SNAT 20.20.20.0/24

— VLAN

DLR {@ @ @ @] @ F5 BIG-IP appliance

T - in active/standby
114 2].2

Web-Tier-01 &=302.1q
10.0.1.0/24 ’

App-Tier-01
10.0.2.0/24

DB-Tier-01
10.0.3.0/24

-

App-01 |

App-02| ) DB-01 DB-02

dgw=.1

A1 12 ) M A2

Figure 4. BIG-IP appliances parallel to DLR

The second deployment scenario also utilizes a topology with a second data path for
application delivery traffic. BIG-IP appliances are arranged logically parallel to the
Distributed Logical Router (DLR). There is no requirement in this scenario for an NSX Edge

Services Gateway.

The BIG-IP appliance has 802.1Q tagged interfaces directly into the web and application
tiers. This allows application-specific optimizations and load balancing decisions to take
place, and the BIG-IP appliance will let the layer 2 network determine the optimal path
between the BIG-IP appliance and the application servers. It is also a key enforcement
point for application-specific security policies to be built from layer 4 through layer 7 outside
the flow and policy enforcement for traditional east-west traffic. Since the BIG-IP appliance
is directly connected to the application networks, address space for application VIPs and
SNATSs for inter-tier load balancing can be utilized from those individual networks and do not

need to traverse a transit network.
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L2 fabric
(802.1q)

Y Y
Compute Racks Edge Racks

Figure 5. Traditional layer 2 topology with BIG-IP in distribution layer

The physical topology in this deployment scenario connects the BIG-IP appliance in the
traditional distribution tier to provide an optimal layer 2 path for application traffic. The DLR
instances provide an optimal east-west path between tiers and to external networks.

Implementation Infrastructure

In the validation environment, the same ESXi clusters are in use.

For the purposes of explaining and building the validation infrastructure, we will be using
two of the clusters listed in Figure 6: USSJ-55-Management Cluster and the USSJ-55-
Compute Cluster. While this is a smaller representation of a data center deployment, the
hardware is segregated in a manner consistent with that shown in Figure 5.

vmware* vSphere Web Client #& &

U | Administrator@VSPHERELOCAL > | Help~ |

|4 veenter | 9 X [ UssJNCStbdfscom  Actons -

] 8 (£} Summary | Monitor Manage Related Objects

+ [7] Recent Tasks

a

[5! USSJ-VC51.bd.15.com
USS8JVC51.bd15.com cru

- [[58JC
» [ ussy-51-02 Vittual Mashines: 329 USED: 44.47 GHz. CAPACITY: 408,82 GHz
Hosts: 7
» [ ussu-51-03 MEMORY FREE: 931.82 CB
r O
» [ ussu-51-08 UseD: 70.97 Ga capAcITY. 163 T8

» [ USSJ-51-Computer Cluster 2 sromnoe e oire
» [ USSJ-55-Computer Cluster N
» [J) USSJ-65-Management Cluster USED:7.25 T8 CAPACITY 142 T8

FREE 38438 GHz

[ | rumig

Failed

Figure 6. vSphere console

39



BEST PRACTICES
VMware NSX for vSphere (NSX-v) and F5 BIG-IP

In accordance with best practices, management and compute ESXi hosts are physically
and logically separated from one another. Physical BIG-IP devices are installed in
distribution racks, and vCenter and NSX manager will be installed in the management racks.

The virtual machines used as Web (web), Application (app), and Database (DB) servers will
be running on ESXi hosts in the compute cluster. To better understand data traffic flows for
this deployment scenario topology, examine the VMWare NSX for vSphere (NSX-V) and
BIG-IP Design Guide.

Prerequisites

Referencing the diagram in Figure 4, the BIG-IP appliance requires connectivity for two
physical interfaces. One interface is used for management of the device and the other is
used for all production traffic. The VLAN numbers, and the IP addressing scheme can be

tailored to your environment.

e The physical BIG-IP appliances will need to be installed and connected to the
distribution switches. Each BIG-IP appliance’s management interface will need to be
connected to a switchport on a top-of-rack management switch that has the
management VLAN extended to it, and configured with an IP address in the

management segment.

e For this environment, a BIG-IP interface 1.1 will need to be connected to a switchport
on the distribution switch that 802.1Q tags the VLANs used in this environment. In
the example, VLANSs 20, 160, 161, and 162 are used.

e Physical network infrastructure switches connected to the ESXi servers are
configured to support 802.1Q tagging and allow the appropriate VLANSs.

e ESXihosts will need to be configured with the appropriate distributed port groups
and virtual switches.

External 20

dvs_VL155_NSXIPPool 155
Web-Tier-01 160
App-Tier-01 161
DB-Tier-01 162

Table 7. VLAN tags for configuration on distributed virtual switch and physical switches
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Network Segments

Two types of network segments are utilized in this topology: traditional 802.1Q VLAN
network segments and VXLAN overlay segments. Within NSX, we created IP pools that will
be used by the Web, App, and DB virtual machines.

802.1Q VLAN segments

VLAN 20 External is the VLAN used for external connectivity. The 20.20.20.0/24 IP subnet
range is configured on this VLAN.

VLAN 155 dvs_VL155_NSXIPPool (hot shown) is for management connectivity.
The 10.105.155.0/24 IP subnet range is configured on this VLAN.

VLAN 160 Web-Tier-01 is the VLAN ID used for the blue web connectivity.
The 10.0.1.0/24 IP subnet range is configured on this VLAN.

VLAN 161 App-Tier-01 is the VLAN ID used for the yellow app connectivity.
The 10.0.2.0/24 IP subnet range is configured on this VLAN.

VXLAN 162 DB-Tier-01 is the VLAN ID used for the green DB connectivity.
The 10.0.3.0/24 IP subnet range is configured on this VLAN.

File Edit View Favortes Tools Help

vmware" vSphere Web Client @ Updaledat10:19AM Q) | Administralor@VSPHERELOCAL = | Help v
< Home © X Portgroups
5] =) a Q 3 Actions ~ & (g Fi ot
~ (G vedemo Name 1a AR Status Port Binding Network Protoco! Profie Nurmbes of Vits Humbes of Ports
~ EansxDemo & 131_LR_Internal VLAN access: 131 © Normal Static binding (elastic) 0 128
%?“"E 2, dvPortGroup2 VLAN access: 0 @ Normal Static binding (slastic) o 128
€ Vi Network
@ vmsenice-vetisiag £, dus_Trunk Al VLAN trunk: 1-1000 © Normal St binding (elastic) 0 256
[ a————. & ds L VLAN access: 11 @ Normal Static binging (slastic) 0 128
&, dvs_VL115 VLAN access: 115 @ Normal Static binding (elastic) 0 128
» @NSXDVS &, tvs_VL115_INF VLAN access: 115 @ Normal Static binding (elastic) 0 a1
2, tvs_VL116_WEB VLAN access: 116 @ Normal Static binding (elastic) 0 8
2, tus VL1T_APP VLAN aceess: 10 © Normal Stalic binding (elastic) 0 8
£, tvs_VL118_CLIENT1 VLAN access: 118 © Normal Staic binging (slastic) 0 128
2, dvs_VL119_Client2 VLAN access: 118 @ Normal Static binding (elastic) 0 8
£, tvs_VL120_DB VLAN access: 120 © Normal Staic binding (elastic) 0 8
2 tvs_vLi21 VLAN access: 121 © Normal Static binding (elastic) 0 128
£, tus_VL121_Storage VUAN aceess: 121 @ Normal Static binding (elastic) 0 8
£, tvs_VL128untag VLAN access; 128 @ Normal Stalic binding (elastic) 0 256
£, dus_VL130_daas_lim VLAN access: 130 @ Normal Static binding (elastic) 0 8
£, tvs_VL155_NSKIPPool VLAN access: 155 © Normal Static binding (elastic) 2 128
2, tus_VL1S6-NSXExra VLAN access: 156 @ Normal Static binding elastic) 0 128
£, tus_VL15T-NSXFSMgmt VLAN access: 157 © Normal Static binding (elastic) 0 128
£, dvs_VL1SE-NSKMgmt VLAN access: 156 © Normal Stalic binding (slastic) 0 128
2, dvs_VL160-Web-Tier-01 VLAN access: 160 © Normal Stalic binding (elastic) 3 8
£, tvs_VL1B1-App-Tier-01 VLAN access: 161 © Normal Static binging (elastic) 0 8
2, tvs_VL162-DBTier-01 VLAN access: 162 © Normal Static binding (elastic) 0 3
£, tus_VL20-NSXExternal VLAN accese: 20 © Normal Staic binding (elastic) 1 128
&, tvs_VL31_iSession VLAN access: 31 © Normal Static binging (slastic) 0 8
2, dvs_VLAN32_iSession VLAN access: 32 © Normal Static binding (elastic) 0 8
- DV-DVUplinks-4: LA runk: 0-4094 © Normal i 0 4

Figure 7. vSphere DVS VLAN configuration example

PortGroups are created in vSphere that are tagged with the VLANs 20, 155, 160-162. A DV
uplink that is 802.1Q tagging with VLANs 0-4094 connected to the top-of-rack switches.
The top-of-rack switches must have at least these four VLANSs tagged up to the distribution

switches.
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Create and Deploy DLR

Within VMWare NSX the Distributed Logical Router (DLR) provides an optimized way of
handling east-west traffic within the data center. East-west traffic is communication
between virtual machines or other resources on different subnets within a data center. As
east-west traffic needs increase within the data center, the distributed architecture allows

for optimized routing between VXLAN segments.

(Note that DLR and LDR—Logical (Distributed) Router—are used synonymously by
VMware.)

1. Return to the vSphere Web Client console and choose Networking & Security in the
left column. Under Networking and Security, choose NSX Edges and then click the

green plus symbol (+).

vmware: vSphere Web Client # @

4 Home | L < I ISIEQ-II

Networking & Security NSXManagar. (0 105 155 185
H8 NS Home E
“ Instalialion [} 1 a4 N

® Lopical Switcnes

M Firewal
2, SpociGuard
@ Service Detnitions
U7 Sarice Composer

| @) Data Secuny

I 3 Flow Worstoring

1 actvty Monronng

* Nalworking & Securily inveatory
HH nsx Managers 1)
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2. Select the Logical (Distributed) Router as the Install Type and provide a name for the
device, then click Next.

New NSX Edge 0.
WY 1 Name and description Name and description
2 Seftings
" Install Type: _ Edge Senices Gateway
3 Configure deployment
4 Configure interfaces
5 Default gateway settings = Logical (Distributed) Router
6 Ready to complete
Name: «| NSXDLR-01|
Hostname:
Description:
Tenant:

ﬂet{} Cancel

3. Under Settings, check the Enable SSH access check box and provide a username
and password for the Edge Services Gateway. Click Next to proceed.

New NSX Edge 2)

+ 1 Name and description Settings

2 Seftings

CLI credentials will be sel on the NSX Edge appliance(s). These credentials

} Configure deployment

can be used to login to the read only command line interface of the appliance.
4 Configure interfaces

User Name: & admin
5 Default gatew as

Password P eTTsT———

6 Ready to complete
Confirm password: # T

[V] Enable S5H access

] Enable High Avallability

Edge Control Level Logging | EMERGENCY .

Back Next Cancel
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4. Selecting the green plus symbol in the Configure deployment section will display the
options in the dialog box below. Choose the appropriate Cluster/resource pool (NSX
Computer Cluster), and Datastore (2240-2-10K). The host selection is optional. Ensure
the NSX DLR is deployed in the NSX Computer Cluster. Click OK to complete, and
Next to continue.

Edit HSX Edge Appliance ?

Specify placement parameters for the NSX Edge appliance.

Cluster/Resource Pool: = | NSX Computer Cluster b
Datastore: w | 2240-2-10K v
Host: b
Folder: . IE

RPK [ | Cancel

5. Configure Interfaces for the DLR.

a. First configure the management interface for the DLR. Click Select to the right of
the Connected To field under Management Interface Configuration.

MNew NSX Eage ST
~ 1 Namao and descrption Conhgure mierfaces
v 2 Seftings

+ 3 Configure depioyment

B 4 Configure interioces

5 Delaull gatewny sellings +*

5 Inteface Coafig

Connacted To + Seled

P Adien Bubred Pretix Lenglh
Ruady Lo complets 2. :

The management interface is a mandatory special-purpos e mierdace that requires
natwork conne divly and ks configured separaiely from other inedaces in e
Liodgical Roussr

Confgure islartaces of this NSX Edge

+

™ Eddsew Comnecmd To

Back Haxt Cancal
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b. Inthis case, the management interface should be connected to a distributed port
group that is connected to the shared management VLAN.

Connect NSX Edge to a Network (?)
Logical Switch | Distributed Portgroup
Sk | dvs_vi155| - |
Mame Type
i % dvs_V0L155_MSXIPPool Distributed Port Group
i 1 of 2 items
[ OK ] [ Cancel

c. Click the green plus symbol (+) to specify a fixed IP Address and Subnet prefix

length in the management network.

Add Subnet ?

Specify the IP addresses in the subnet =

P 7/ x
Primary IP IP Address

. 10.105.155.19 OK Cancel

Subnet prefix length: 24|

[}TDK Cancel
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6. For each of the four interfaces required for this deployment scenario, configure the
appropriate subnets and switch type according to the table below. Select the green
plus symbol under Configure Interfaces of this NSX Edge to bring up the Add Interface

dialog box.
External dvs_VL20-NSXExternal 20.20.20.2/24
Web-Tier-01 dvs_VL160-Web-Tier-01 10.01.1/24
App-Tier-01 dvs_VL161-App-Tier-01 10.0.2.1/24
DBTier dvs-VL162-DB-Tier-01 10.0.3.1/24

Table 8. NSX distributed logical router network interfaces

The complete DLR interface configuration, once complete should resemble the diagram
below. Click Next to continue.

New NSX Edge 2 M

+~ 1 Name and description Configure interfaces

+ 2 Settings
Management Interface Configuration
+ 3 Configure deployment

- Connected To: = dvs_VL155_NSXIPPool Change Remove
% 4 Confiqure interfaces
5 Default gateway setfings +
IP Address Subnet Frefix Length

6 Ready to complete
10.105.156.19* 24

The management interface is a mandatory special-purpose interface that requires network connectivity and
is configured separately from other interfaces in the Logical Router

Configure interfaces of this NSX Edge

&

Subnet Prefix
Name IP Address Connected To

Length
External 20.20.20.2* 24 dvs_VL20-NSXExternal
Web-Tier-01 10.0.1.1* 24 dvs_VL160-Web-Tier-01
App-Tier-01 10.021* 24 dvs_VL161-App-Tier-01
DB-Tier-01 10.0.3.1* 24 dvs_VL162-DB-Tier-01

Back Next Cancel I}

7. With the interface settings complete, the next step is to configure the Default gateway
settings. The default gateway for the DLR is our data center backbone router with the
IP address of 20.20.20.1. Use the default MTU parameter unless the network is using
an MTU of a different size, such as jumbo frames. Configuring a non-standard MTU
that is inconsistent can lead to unnecessary fragmentation of packets or black-holing
of some traffic. Click Next to proceed.
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Mew NSX Edge

" 1 Name and description
w2 Settings

+ 3 Configure deployment
+~ 4 Configure interfaces

5 Default gateway settings

6 Ready to complete

Default gateway settings

[/ Configure Default Gateway

wMIC: % | External

Gateway IP: | 20.20.20.1]

MTU! 1500

Back

le

Cancel

8. Review your configuration under Ready to complete and then click Finish to deploy
the DLR. Depending on the number of ESXi hosts, it may take some time for the DLR

deployment to complete.

FIH\S&

HNew NSX Edge 2 »
+ 1 Name and description Ready to complete
i Z Sattiaox Name and description
+ 3 Configure deployment Name: NSXDLR-01
+~ 4 Configure interfaces Install Type: Logical (Distributed) Router
+ 5 Default gateway settings Tenant
WY 6 Ready lo complete b Di3atied
Management Interface Configuration
Connected To:  dvs_VL155_NSXIPPool
1P Address Subnet Prefix
Length
10.105.155.19* 24
NSX Edge Appliances
Resource Pool Hast Dstastore Folder
Compute Cluster 2240-2-10K
Interfaces
i s SubnetPrefix |
ame Address e Connected To
External 20.20.20.2% 24 dvs_VL20-NSXExternal
Web-Tier-01 10.0.1.1% 24 dvs_VL160-Web-Tier-01
App-Tier-01 10.0.2.1* 24 dvs_VL161-App-Tier-01
DB-Tier-01 10.0.3.1* 24 dvs_VL162-DB-Tier-01
Back Cancel
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9. Once complete, the vSphere NSX Edges configuration should resemble the image
below.

File Edit View Fovorites Tools Help

vmware' vSphere Web Client # @

4 Home »|© X | NsxEdges

x
Networking & séghrty NSXManager: 10105155165 |~ [£] Recent Task =
JIESRN0 ¢ x 2 % @ [ @acons~ [ £ 0 nstatling | @ 0Faied | S ~I [ | Ruming  Failed
@ Installation P Vewen  ses  Temm Intertace -

L ootcaletches edge-3 Topo1ESG NSX Edge 611 Deployed Default 3 Comp
_. NSXEdges edge-d Topo1DLR Logical Router 611 Deployed Default 5 Comp,

I Firewall

3 SpoofGuard

@ Senice Defintions
[ Senice Composer

My Tasks + More Tasks

~ Networking & Security Inventory ~ 7 WorkinProgress [

{8 NSXanagers >

BIG-IP Appliance Configuration

The validation of this topology is currently configured on a single device. The base network
configuration consists of configuring the VLANs and assigning them to an interface and
creating the appropriate self IP for each of the network segments. For production
deployments, F5 recommends that two BIG-IP devices are configured in an HA
configuration.

Prerequisites

e The BIG-IP appliance is configured with a management IP address in the proper
subnet.

e Licenses have been applied and activated.
e Appropriate provisioning of resources is complete.
e Base configuration of services DNS, NTP, SYSLOG are configured.

e BIG-IP Interface 1.1 is physically wired to a distribution switch configured to support
802.1Q tagging of traffic on VLANs 20, 160 and 161.

For info on how to perform these Installation and basic set up steps refer to

http://support.f5.com and consult the appropriate Implementation guide for your version
and device.
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Create VLANSs

1. From the Main tab of the BIG-IP Configuration Utility navigation pane, select Network
and then click VLANSs.

2. Inthe upper right corner, click the Create button.

Fle Edt View Fwonter Tool: Help

5

Scom O

[ statsties

3 e

G Local Trammc |v =~ Name + Appication  + Tag | Unlagged interiaces | Tagged interaces | - Parifion / Path
0 records 1o dispay.

(73 Acceleraion o

== Device Management
52 Wetwork

Inferfaces

3. Under General Properties, type a unique name for the VLAN. In this case, we used

External.
4. For the Tag, enter the External VLAN ID of 20.
5. Under Resources, select Interface 1.1.

6. Select Tagged from the dropdown box and click the Add button below it.
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|| ONLINE (ACTIVE)
f5 || standalone

Network » VLANs : VLAN List » New VLAM...
General Properties
@ iAnps Name External
) Local Traffic Description
({ 34) Acceleration & 20
Device Management Resources
Interface: | 1.2
Network Tagging: Tagged
Interfaces Add
Routes Interfaces 1.1 (tagged)
Self IPs
Packet Filters
Trunks Edi( Delete
Tunnels © Basic
Route Domains Source Check ]
VLANS MTU 1500
Class of Service
ARP sFlow
e Polling Interval Default Default Value: 10 seconds
wccp Sampling Rate Default Default Value: 2048 seconds
DNS Resolvers
Cancel Repeat Finished
System
7. Click Repeat to continue.
8. Proceed with creating the web tier network. Under General Properties, type a unique
name for the VLAN. In this case, we used Web-Tier.
9. For the Tag, enter the TransitNet-1 VLAN ID of 160.
10. Under Resources, select Interface 1.1.
11.  Select Tagged from the dropdown box and click the Add button below it.
12. Click Repeat and return to step 8 for VLAN 161 App-Tier to complete the VLAN
creation. Click Finished to proceed.
13. Validate the VLAN configuration against the image below.
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Network » VLANSs : VLAN List

1 ~ VLAN List VLAN Groups
A

| 4+ Name + Application ‘ ~ Tag ‘ Untagged Interfaces | Tagged Interfaces | 4+ Partition / Path
[ External 20 1.1 Commeon
[0 Web-Tier 160 1.1 Common
[ App-Tier 161 1.1 Commeon

Delete...

Configure Self IP Addresses

Self IP addresses are logical interfaces that allow the BIG-IP to participate in the networks
for which they are configured. They also are useful for functions such as SNAT to ensure

symmetric traffic patterns.

1. From the Main tab of the BIG-IP navigation pane, click Network and then select
Self IPs.

2. Inthe upper right corner of the screen, click the Create button.
3. Provide a unique name in the Name box. In this example, we used ExtselflP.

4. For the IP Address, enter the IP address you want to assign to a VLAN. For the
External network, use 20.20.20.10.

5. For Netmask, provide the appropriate subnet mask. In this example, we used
255.255.255.0.

6. Forthe VLAN/Tunnel, select External from the dropdown box.
7. Use the default settings for both Port Lockdown and Traffic Group.

8. Click the Repeat button to continue.
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File Edt View Fovortes Tools Help

|| OMLINE (aCTIVE)

D rlend Edars

[ Extseriip

| 2d20.20.10

| 255 255.255.0)

]E:bernul w

[ABiow None ~]

[Jinherit trafc group from current partition | path
1 group-iocal-o pating |

a Loading...
| stncatone e i s
Kecawing configurabon dats M your device
Network » SelfIPs .. New Sell 1P
|"'" Statistics
Configuration
[ waep
[F Local Traffic IP Address
( )‘ A 6 Netmask
VLAN | Tunnel
% Device Management
Port Lockdown
i'—-; Metwork
Traffic Group
Interfaces
] Routes Cancel | | Repeat F"?ﬁ?.‘:!_
Sell IPs

9. Complete the configuration for the WebSelf self IP using the following settings:

a. Name: WebSelf

b. IP Address: 10.0.1.2

c. Netmask: 255.255.255.0
d. VLAN/Tunnel: Web-Tier

10. Click the Repeat button to continue.
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(G5 Local Traic
Acceleration
Device Management

E2) Network

Interfaces

Routes

Network »» Self IPs » New Self IP...

Configuration
Name | WebSelf
IP Address | 10,012
Netmask | 255.255.255.0
VLAN / Tunnel
Port Lockdown | Allow None
s Gl [inherit traffic group from current rtition f path

[ Cancel | [ Repeat | | Finished |

11.  Complete the configuration for the AppSelf self IP using the following settings:

a. Name: AppSelf

b. IP Address: 10.0.2.2

c. Netmask: 255.255.255.0

d.  VLAN/Tunnel: App-Tier

12. Click Finished and validate the completed self IP configuration.

Network » Self IPs

% -~ | SelfIP List

——
‘ + Name + Application | = IP Address | + Netmask = WLAN / Tunnel | = Traffic Group ‘ % Partition / Path
[0 AppSelf 10.0.2.2 255.255.255.0 App-Tier traffic-group-local-only Common
[ ExtsefiP 20.20.20.10 255.255.255.0 External traffic-group-local-only  Common
[0 webSelf 10.0.1.2 2552552550 Web-Tier traffic-group-local-cnly  Common
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Configure a Default Static Route

The External VLAN will be used for web tier application traffic VIPs, and a default static
route is configured to ensure external traffic is routed to the core router. Since the BIG-IP
already has interfaces in the Web-Tier and Application-Tier networks, it does not need a
route to participate in those segments.

1. From the Main tab of the BIG-IP Configuration Utility navigation pane, expand
Network and select Routes.

2. Use the keyword default for the Name.
3. The default route for both Destination and Netmask is 0.0.0.0.
4. The Gateway Address is the address of the core router 20.20.20.1.

5. Click Finished to continue.

File Edit View Fovoriter Tools Help

| OMLINE (ACTIVE)
|| standalone

Network » Roules Niew Route

Properties
E o I Name [ detaut
] Local Traffic Deseriplion |
(%) Acceleration Destination o000
Netmask | 0.000
% Device Management
| Resource Use Galeway. . |
=
) Moo I Gateway Address |iF Agdress [v]] 2020201 x
Interfaces MTU ID—
D Routes '
Cancel || R | | Finish
Sell IPs [Conce) || Repest] ‘S
Facket Filters
5, k.
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The completed routing configuration should resemble the configuration below.

Network =» Routes

Route List

o

= Name %+ Application | # Destination ‘ + Netmask ‘ Route Domain Resource Type ‘ Resource ‘ % Partition / Path
[0 default Default IPv4 Partition Default Route Domain - Gateway 20.20.20.1 Common
[Delete... |

Application Configuration

Application configuration typically consists of a base configuration of pool members that are
contained by the pool object. The virtual server references the pool to make a load
balancing decision amongst the available pool members. Additional application delivery
functionality such as SSL termination, more flexible load balancing algorithm selection, and
layer 7 data plane programmability via iRules can be leveraged but are outside the scope of

this validation.

Create application pools

In the following examples, we are creating the most basic of pools for our web and app
servers, to show the minimum configuration that needs to be done for the BIG-IP appliance
to load balance the two tiers (web and app). The F5 device will not be load balancing the
DB tier traffic, so we are not creating a pool of the DB servers.

1. From the Main tab, expand Local Traffic and then click Pools to display the Pool List

screen.
2. Inthe upper right corner of the screen, click the Create button.

3. Inthe Name field, type a unique name for the web pool. For this validation, we used
WebServerPool.

4. Under Health Monitors, select an appropriate monitor for your application. In this case,
we chose a gateway_icmp monitor to ensure server health, but much more in-depth

health monitoring is available to determine application availability.

5. Under Resources, select a Load Balancing Method. For basic load balancing in this

validation, Round Robin was used.
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6. Under Resources, use the New Members setting to add the IP address and port of the
web servers (refer to table 9 below). Click the Add button for each pool member.

7. Click Repeat to continue and enter the Application Tier information.

web-01 10.041.11 80 (HTTP)

web-02 10.0.1.12 80 (HTTP)

Table 9. BIG-IP web tier pool members

File Edt View Favontes Tools Help

| OMLINE (ACTIVE)

Local Traffic » Pools : Pool List . New Pool

fr— Statistics
Confguration: [Basic ]
E‘ I Name [ webserverPool
Eﬂ Local Traffic Descriplien |
Metwork Map Active Avaiable
e |Common | ICommon
rual Sarveds % galeway_icmp =<| | nip
Health Monitors , htn_head_5
Policies _”| hiips
htips_443
Profiles =
iRules Resourcas
Pools Load Balancing Mathod [Round Rbin [w]
Noges Prigeity Group Activation |Dlsahw |
Monilors
Node Name: | {Optienal)
Traffic Class Address  [10.0.112
Addrass Transiation Service Port | 80 |HTTF 1v]
G
DNS Express Zones Mew Mambers [T -8
R:1FP0C01000.1.11 10.0.1.11 ;80
DNS Caches RAPOCDO 1000112 10.001.12 .80
{7 %) Acceleration
[ Edt |[ Delate
%‘“' Device Management
[Cancsi | [ Rapeat | | Fniefgd |
(=) Network

8. Inthe Name field, type a unique name for the web pool. For this validation
AppServerPool was used.
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9. Under Health Monitors, select an appropriate monitor for your application. In this case
we are choosing a gateway_icmp monitor to ensure server health, but much more
in-depth health monitoring is available to determine application availability.

10. Under Resources, select a Load Balancing Method. For basic load balancing in this
validation, Round Robin was used.

11.  Under Resources, use the New Members setting to add the IP address and port of
the web servers (refer to Table 10). Click the Add button for each pool member.

12. Click Finished to complete the pool creation.

Name (Optional) Address Service Port
App-01 10.0.2.11 80 (HTTP)
App-02 10.0.2.12 80 (HTTP)

Table 10. BIG-IP application tier pool members

File Edit View Favortes Tools Help

ame:  bd5000 bd 5 com
110515517

| OMUINE (ACTIVE)

on data from your davica,

Local Traffic » Pools : Pool List «» Noew Pool

|_j‘ Statistics
Configuration: [Basic | ~]
E I Mame | AppServerPool
Ejj Local Traffic Descriplion [
Metwork Map Adtive
al g = |Cormmon
vinual Sarvers Heslth Montors Jomp |
Policies
Profikes
iRules Resourcas
Pools Load Balancing Mathod [Rouna Robin 2
Nodes Prionty Group Activation |Dlsameo i |
Moni
i ® New Node () Node List
Trafic Class Node Name: | {Opional)
Addrass Translation Address:  [10.0.212
Service Port HTTP £
DNS Express Zones R EM l —
Mew Mambers | Add |
DNS Caches 0C0 100211 10.0.2.11 :BO
POCO100212 100212 80
( h Acceleration
= Device Management LG, L ele
Cancal | | Repaat || FinRhad
= LG, T
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The completed configuration for the web and application tier pools should look similar to the
image below. Note that the green circles demonstrate that the health monitor, in this case,

ICMP, is able to successfully monitor the servers in the overlay networks.

Local Traffic » Pools : Pool List

7+ -~ Pool List Statistics [E]]

F | [Searcn
‘ || Status ‘ « Name + Application ‘ Members | + Partition / Path
O @ AppServerPool 2 Common
O Q WebServerPool 2 Commeon

[Delete... |

Create application virtual server

In creating a virtual server, you specify a destination IP address and service port on which
the BIG-IP appliance is listening for application traffic to be load balanced to the appropriate
application pool members. In this validation, we have two virtual servers (VIPs) to create:
one for the web tier, which will be available to the external network on the 20.20.20.0/24

segment, and the other for the application tier, available on the TransitNet-1 segment.

1. On the Main tab, expand Local Traffic and then click Pools. The Pool List screen is
displayed.

2. Inthe upper right corner of the screen, click the Create button.

3. Under General Properties in the Name field, provide a unique name for the web

application. In this case, we used Web-Vip.
4. Inthe Destination Address field, enter 20.20.20.5.
5. For Service Port use the standard HTTP port 80.
6. Under Configuration, select Auto Map for the Source Address Translation.
7. Under Resources, select the WebServerPool from the Default Pool dropdown box.

8. Click Repeat to continue to configure the application tier virtual server.
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File Edt View Favontes Tools Help

| OMUINE (ACTIVE)
| Standalone

Local Trafic » Virtual Servers : Virtual Server List New Vi

G Wow ' Name | web-vip
(3 vLocal Traffic Description |
Network Map Type Stancard v
Vinual Servers Source |
Polices =
Type ® Host () Network
Profies Esin Address. [ 2020205
iRules Service Port | 80 [HTTPR 2
Post State

Monitors
Source Address Transiation Auto Map v

Content Rewrite
Rewrite Profile [Nose ]
HTML Profile Nose | v]
Acceleration
Rate Class None| v
OneConnect Profie None v
NTLM Conn Pool Nome | V|
HTTP Compression Profie [Nome v
| Web Acceleration Profile |None v
’ SPOY Profie N ]
Resources
Enabled Avaiable
Ruses
[Ue]
Enabled
Poicles
Defaut Pool o]l esseveros 2]
Detaull Persistenc Profie None v
Fallback Persistence Profile |Norn v

[ Cancel || Repest || Finished |
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The image has been cropped to highlight the specific configuration.
1. In the upper-right corner of the screen, click the Create button.

2. Under General Properties in the Name field, we will provide a unique name for the web
application. In this case, we used App-Vip.

3. Inthe Destination Address field, enter the IP Address 172.16.1.5.

4. For Service Port use the HTTP standard port 80.

5. Under Configuration, select Auto Map for the Source Address Translation.

6. Under Resources, Select AppServerPool from the dropdown box.

7. Again, click Finished to continue to configure the application tier Virtual Server.

When finished, the virtual server list ought to look similar to the one shown below. The

green status icons indicating that all systems are go with the validation application and the

virtual servers and the associated pools are reachable and healthy.

F |[Searen
‘ || Status ‘  MName + Application | 4 Destination | ¢ Service Port‘ < Type | Resources ‘ + Partition / Path
O Q App-Vip 10015 80 (HTTP) Standard Edit. . Common
|:| (7] Web-Vip 20.20.20.5 B0 (HTTP) Standard Edit.. Common

[ Enable | [ Disable || Delete... |

Validation
The web tier virtual server should now be available and accepting application traffic on port

80 (HTTP).

On the Main tab, expand Local Traffic and then click Network Map to display the overall
health of the applications and their associated resources.
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Local Traffic »» Network Map

3 - | Network Map
‘Status  [Any Status Type [AllTypes search | Search iRule Definition 0|
[ Show Summary |[ Update Map |
Local Traffic Network Map
@ App-Vip @ Web-Vip
@ AppServerPool @ WebServerPool
@ 10.0.2.11:80 @ 10.0.1.11:80
@ 10.0.2.12:80 @ 10.0.1.12:80

Any web browser can be used to test the application itself by typing http://20.20.20.5 to

send a request to the virtual server. A simple Apache web server can be installed on the
Web Tier to validate.

eo® < in]

It works!

20.20.20.5 : th

This is the default web page for this server,

The web server software is ronning but no content has been added, vet.

This concludes the validation of the Parallel to DLR using VLLANs with BIG-IP Physical
Appliances deployment scenario.

61



BEST PRACTICES
VMware NSX for vSphere (NSX-v) and F5 BIG-IP

Topology 3: One-Arm Connected

Using VXLAN Overlays with BIG-IP
Virtual Edition

External
20.20.20.0/24

Edges in active/standby — VLAN
or active/active (ECMP)

""" VXLAN
A0
I
: Transit-Net
1 172.16.1.0/24
21
@ODD|owr
A » - ~Sod
Web-Tier-01 b al e
Ve ~
10.0:3.0024 7 ﬁ App-Tier-01  ~~< DB-Tier-01
e i 10.0.2.0/24 Rl 10.0.3.0/24
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Figure 8. BIG-IP Virtual Edition in one-arm topology within VXLAN environment

The third deployment scenario utilizes a topology that connects a BIG-IP virtual edition’s
interfaces into the local overlay networks. This allows application-specific optimizations
and load balancing decisions to take place within the local overlay network segment.
Application specific security policies are applied, from layer 4 through layer 7, within the
overlay networks. Traditional east-west traffic between tiers traverses the BIG-IP device

for highly available application services.
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L3 fabric
Leaf/Spine

Y Y
Compute Racks Edge Racks

Figure 9. add caption

Implementation Infrastructure

In the validation environment, several ESXi clusters are in use. Some of the clusters are
NSX-enabled clusters and some are not.

For the purposes of explaining and building the validation infrastructure, we will be using
two of the clusters listed in Figure 10: the USSJ-55-Management Cluster and the USSJ-55-
Computer Cluster. While this is a smaller representation of a typical data center deployment,
the hardware is segregated in a manner consistent with that shown in Figure 9.

vmware: vSphere Web Client # @ U | Administrator@VSPHERELOCAL ~ | Hep~ | (CHES
|4 vCenter | X [ USSJNCSLbdfScom Actions - X
o =] [£3 Summary | Monfior Manage Related Objects + 7] Recent Tasks ol- ‘

[ USSJ-VC51.bd.f5.com = o ~ ) ‘
USSJVCS51.bdf5.com cPu FREE: 384 36 GHz ‘ All ‘ Running Failed

~ [SiC
-
» [l USSU-51-02 Vitual Machines: 228 USED: 4447 GHz CAPACITY: 108,82 Gre
Hosts: 7
» [ USSJ-51-03 VEMORY FREE: 9122 GB
—
» [P USSU-51-05 UsED: 7.7 ca CAPACITY. 163 TB

» [ USSJ-51-Computer Gluster 2 e R
» [ UsSU-55-Computer Gluster

I
b [Jl USSJ-55-Management Cluster USED: 7.26 TB CAPACITY: 142 T8

Figure 10. vSphere console
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In accordance with best practices, edge and compute ESXi hosts are physically and
logically separated from one another. Virtual BIG-IP devices will be deployed within the
virtual environment while the VMware infrastructure consisting of vCenter, NSX manager,
and the NSX Edge Services Gateways will be installed in the management racks.

The virtual machines used as Web (Web), Application (App), and Database (DB) servers will
be running on ESXi hosts in the compute cluster. To better understand data traffic flows for
this deployment scenario topology, examine the VMWare NSX for vSphere (NSX-V) and
BIG-IP Design Guide.

Prerequisites

Referencing the diagram in Figure 8, the BIG-IP Virtual Edition requires connectivity for
three logical interfaces. One interface is used for management of the device and the other
two are used for all production traffic. The two VLANs, Web-Tier-01 and App-Tier-01, each
have one of the logical interfaces in a one-arm configuration attached to the segment. The
VLAN numbers, the VXLAN Segment IDs, and the IP addressing scheme can be tailored to

your environment.

e Physical network infrastructure switches connected to the ESXi servers and are
configured to support 802.1Q tagging and allow the appropriate VLANSs.

e ESXihosts will need to be configured with the appropriate distributed port groups
and virtual switches.

External 20
VLAN128-untagged 128
dvs_VL155_NSXIPPool 155

Table 11. VLAN tags for configuration on distributed virtual switch and physical switches

Note: In our environment, we put the F5 BIG-IP management interface on the VLAN128-
untaggd network so that we could obtain clear web GUI screenshots from our web browser
client on that network. Generally, you would want to put the management interface on the
same network as the NSX manager and other management components, which happens
to be the dvs_VL155_NSXIPPool PortGroup network in our environment.
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Transport Zone Segment ID Control Plane Mode

App-Tier-01 TransportZonet 5000 Unicast
DB-Tier-01 TransportZonet 5002 Unicast
Web-Tier-01 TransportZonet 5003 Unicast
TransitNet-1 TransportZonet 5013 Unicast

Table 12. Logical switch configuration

Network Segments

Two types of network segments are utilized in this topology. Traditional 802.1Q VLAN
network segments and VXLAN overlay segments. Within NSX we Created IP pools that will
be used by the web, app, and DB virtual machines.

802.1Q VLAN segments

VLAN 20 External is the VLAN used for external connectivity. The 20.20.20.0/24 IP subnet
range is configured on this VLAN.

VLAN128-untagged is the VLAN used as for out-of-band management of the virtual BIG-IP
appliances. The 172.16.1.0/24 IP subnet range is configured on this VLAN.

VLAN 155 dvs_VL155_NSXIPPool (hot shown) is for management connectivity. The
10.105.155.0/24 IP subnet range is configured on this VLAN.

VXLAN segments

The web, app, and DB tier virtual machines are all provisioned and connected to VXLANSs.

is the Segment ID used for the yellow app connectivity.
The 10.0.2.0/24 IP subnet range is configured on this VXLAN.

is the Segment ID used for the green DB Connectivity.
The 10.0.3.0/24 IP subnet range is configured on this VXLAN.

VXLAN 5003 Web-Tier-01 is the Segment ID used for the blue web connectivity.
The 10.0.1.0/24 IP subnet range is configured on this VXLAN.

VXLAN 5013 TransitNet-1 is the VXLAN Segment ID used for the transport zone
between the DLR and the NSX Edge.
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NSX Edge Configuration

In the vSphere Web Client console, begin by navigating to Networking & Security in the
left column. Under Networking and Security, choose NSX Edges and then click the green

plus symbol (+).

ft @

vmware® vSphere Web Client

<4 Home } ¥ X NSXEdges
Networking & Security NSX Manager:
E5 NSX Home .

ﬁi Installation 1d Na

' Logical Switches
_ NSXEdges
™ Firewall
[, SpoofGuard

E% Service Definitions

J= Service Composer

@) Data Security

E Flow Monitoring

[03 Activity Monitoring

= Networking & Security Inventory
E5 NSX Managers [ 1)

2. Select Edge Services Gateway as the Install Type and provide a name for the device,

then click Next.
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New NSX Edge 7o
3 1 Hame and description Name and description
2 Settings .
Install Type: Edge Services Gateway
3 Configure deployment
4 Configure interfaces
5 Default gateway settings () Logical (Distributed) Router
6 Firewall and HA
7 Ready to complete Name: + | NSXEdge
Hostname:
Description:
Tenant

Next Cancel

3. Under Settings, click Enable SSH access and provide a username and password
for the Edge Services Gateway. Click Next to proceed.
New NSX Edge (2} W
+ 1 Name and description Settings

2 Settings
T Er T T CLI credentials will be set on the NSX Edage appliance(s). These credentials
can be usedto login to the read only command line interface of the appliance.

4 Configure interfaces

User Mame: = admin
5 Default gateway settings

Password: S peoeveseessven
6 Firewall and HA

Confifm password: s [wrreesss
7 Ready to complete

[/] Enable S5H access

[ Enable High Availability

[] Enable auto rule generation

Enable auto rule generation, to automatically generate service rules to allow flow of
control traffic.

Edge Control Level Logging | EMERGENCY | - |

Back Next Cancel
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4. Select the Datacenter and Appliance Size appropriate for your deployment, and check
the Deploy NSX Edge checkbox. Then click the green plus symbol (+) under NSX

Edge Appliances.

New NSX Edge

g

+ 1 Name and description
/2 Settings
4 Configure interfaces
5 Default gateway settings
6 Firewall and HA

7 Ready to complete

Configure deployment

Dafacenter:  +| 8JC [~ ]

Appliance Size: (=) Compact

arge

() X-Large
() Quad Large

[/] Deploy NSX Edge

HSX Edge Appliances

Resgurce Poal Hast Datastore Folder

USS)-55-Comp.. 2240-2-10K

Specifying a resource pool and datastore is mandatory for configuring the NSX
Edge appliance.

Back Next Cancel

5. Selecting the green plus symbol in the Configure deployment section will display the
options in the screenshot below. Choose the appropriate Cluster/resource pool (NSX
Computer Cluster), and Datastore (2240-2-10K). The host selection is optional. Ensure
the NSX Edge is deployed in the Management cluster. Click OK to complete and Next
to continue.

Edit NSX Edge Appliance ?

Specify placement parameters for the NSX Edge appliance.

Cluster/Resource Pool: = | NSX Computer Cluster v
Datastore: #| 2240-2-10K v
Host: v
Folder: b

DPK Cancel
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6. Configure Interfaces for the NSX Edge. For each of the three interfaces required for this
deployment scenario, configure the appropriate subnets and switch type according to
the settings shown in Table 13. Click the green plus symbol (+) to display the Add NSX
Edge Interface dialog box.

Network Name Interface IP /Subnet Prefix

External Uplink Distributed Port Group 20.20.20.2/24

TransitNet-1 Internal Logical Switch 17216.1.1/24

Table 13. NSX Edge network interfaces

Connect NSX Edge to a Network (?)
| Logical Switch | Standard Portgroup | Distributed Portgroup |
% | dvs_vi20 - |
Name Type
(=) n‘?ﬂ dvs_V0L20-MSKExternal Distributed Port Group
i 1 of 32 items
OK ] [ Cancel ] _

7. Once the network is chosen, select the green plus symbol (+) under Configure
Subnets in order to add the appropriate IP address and subnet prefix length to the
interface.
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Add Subnet 2

Specify the IP addresses in the subnet =

¥+ 7 %

Frimary IF IP Address

. 17.16.1.1 OK Cancel

Subnet preficlength:  #| 24|

OK Cancel

8. Once the interface settings are completed, the next step is to configure the Default
gateway settings. The default gateway is our data center backbone router with the IP
address of 20.20.20.1 on External vNIC we configured under the interface settings.
Use the default MTU parameter unless the network is using an MTU of a different size,
such as jumbo frames. Configuring a non-standard MTU that is inconsistent can lead

to unnecessary fragmentation of packets or black-holing of some traffic. Select Next

to proceed.
New NSX Edge 2
+ 1 Mame and description Default gateway settings
W 2 Settings
Configure Default Gateway

+ 3 Configure deployment
+ 4 Configure interfaces wNIC: = | External v

5 Default gateway settings Gateway IP; =|20.20.20.1|

6 Firewall and HA MTU 1500

7 Ready to complete

Back Next Cancel
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9. Firewall and HA settings can be left as default.

Hew NSX Edge

)

1 Name and description

2 Settings

v

vy

+~ 3 Configure deployment
~ 4 Configure interfaces

v

5 Default gateway settings

6 Firewall and HA

7 Ready to complete

Firewall and HA

[] Configure Firewall default policy

Configure HA parameters

Configuring HA parameters is mandatory for HA to work.

wMIC: Transithet1

m

Declare Dead Time: 1
Management IPs

You can sp
not overlap

with any vnic subnets.

Back

(seconds)

pair of IPs (in CIDR format) with /30 subnet. Management IPs must

Next Cancel

10. Select Finish to complete the deployment of the NSX Edge.

New NSX Edge ) »
~ 1 Name and description Ready to complete
v 2 Settings Name and description
+ 3 Configure deployment Name: NSXEdge
+ 4 Configure interfaces Install Type: Edge Senices Gateway
+/ 5 Default gateway setings Tenant
6 Firewall and HA size Compact
HA Disabled
4 7 Ready to complete
Automatic Rule Generation:  Enabled
NSX Edge Appliances
Resourcs Pool Host Datastore Folder
USSJ-55-Computer Cluster 2240-2-10K
Interfaces
Subnet Prefix
wick Name P Address Connacted To
Length
0 External 20.20.20.2* 24 dvs_VL20-NSXExternal
1 Transitilet1 172.16.1.1% 24 Transitiet-1
Back Finish Cancel
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Create and Deploy DLR

Within VMWare NSX the Distributed Logical Router (DLR) provides an optimized way of
handling east-west traffic within the data center. East-west traffic is communication
between virtual machines or other resources on different subnets within a data center. As
east-west traffic demand increases within the data center, the distributed architecture

allows for optimized routing between VXLAN segments.
(Note that VMware uses DLR and LDR—Logical (Distributed) Router—synonymously.)

1. Return to the vSphere Web Client console and choose Networking & Security in the

left column, then choose NSX Edges and click the green plus symbol (+).

vmware* vSphere Web Client #® &

<4 Home » ¥ X NSXEdges

Networking & Security NSX Manager: ( 10.105.134.165 | v]
55 NSX Home s

ﬁi Installation Id Nd
" Logical Switches
i Firewall

%, SpoofGuard

% Service Definitions

J=[ Service Composer

@ Data Security

Flow Monitoring

(i3 Activity Monitoring

= Networking & Security Inventory
% NSX Managers >
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2. Select Logical (Distributed) Router as the Install Type and provide a name for the

device and then click Next.

New NSX Edge 20
2 1 Name and description Name and description
2 Settings .
Install Type: Edge Services Gateway

) Logical (Distributed) Router

Name: # NSXDLR
Hostname:

Description:

Tenant:

Next Cancel

3. Under Settings, select Enable SSH access and provide a username and password
for the Edge Services Gateway. Select Next.

New NSX Edge 3"

+ 1 Name and description Settings

2 Settings

} Configure d

CLI credentials will be set on the NSX Edge appliance(s) These credentials
can be usedto login to the read only command line interface of the appliance.

4 Configure inter
User Name: & admin

5 Default gateway settings
Fassword

Ready to complete
Confirm password: T

[w] Enable 85H access

[_] Enable High Avallabiiity

Edge Control Level Logging | EMERGENCY .

Back Next Cancel
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4. Selecting the green plus symbol in the Configure Deployment will provide you with the
options in the screenshot below. Choose the appropriate Cluster/resource pool (NSX
Computer Cluster), and Datastore (2240-2-10K). The host selection is optional. Ensure
the NSX DLR is deployed in the NSX Computer Cluster. Select OK to complete and
Next to continue.

Edit N5X Edge Appliance ?

Specify placement parameters for the N5X Edge appliance.

a

Cluster/Resource Pool: = | NSX Computer Cluster

Datastore: w | 2240-2-10K -
Host: -
Folder: b

%}K Cancel

5. Configure Interfaces for the DLR.

a. First configure the management interface for the DLR. Under Management
Interface Configuration, Click Select to the right of the Connected To field.

New NSX Edge 20
+/ 1 Name and description Configure interfaces
+/ 2 Settings

Interface C

+ 3 Configure deployment

Connected To: Select Remove
i 4 Configure interfaces
5 Default gateway settings +
IP Address Subnet Prefix Length

6 Ready to complete

The management interface is a mandatory special-purpose interface that requires
network connectivity and is configured separately from other interfaces in the Logical
Router.

Configure interfaces of this NSX Edge

+

Name g Subnet Prefix

Length Connected To

Back Next Cancel
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b. Inthis case, the management interface should be connected to a distributed port
group that is connected to the shared management VLAN.

Connect NSX Edge to a Network (7)
Logical Switch ‘ Distributed Portgroup
S | dvs_vi155| - |
Name Type
i % dvs_V0L155 MSXIPPool Distributed Port Group
[t 1 of 2 items
[ OK ] [ Cancel

c. Click the green plus symbol (+) to specify a fixed IP Address and subnet prefix
length in the management network.

Add Subnet ?

Specify the IP addresses in the subnet: =

+ /S x
Primary IP IP Address
. 10.105.155.22 OK Cancel

Subnet prefix length: = 24

OK Cancel
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6. For each of the four interfaces required for this deployment scenario, configure the

appropriate subnets and switch type according to the table below. Select the green
plus symbol under Configure Interfaces of this NSX Edge to display the Add Interface

dialog box.

Network Name Connected To Interface IP /Subnet Prefix

TransitNet TransitNet-1 Uplink Logical Switch 17216.1.2/24
Web-Tier-01 Web-Tier-01 Internal Logical Switch 10.0.1.1/24
App-Tier-01 App-Tier-01 Internal Logical Switch 10.0.2.1/24
DB-Tier-01 DB-Tier-01 Internal Logical Switch 10.0.3.1/24

Table 14. NSX distributed logical router Network interfaces

The DLR interface configuration, once complete, should resemble the diagram below. Click

Next to continue.

New NSX Edge 20 M
+ 1 Name and description Configure interfaces
" 2 Settings
Management Interface Configuration
~ 3 Configure deployment
Connected To: = dvs_VL155_MSXIPPool Change Remove
Y 4 Configure interfaces
5 Default gateway settings +
% Ty e A IP Addrass Subnet Prefix Length
10.105.155.22* 24

The management interface is a mandatory special-purpose interface that requires
network connectivity and is configured separately from other interfaces in the
Logical Router.

Configure interfaces of this NSX Edge

&

Mame IP Address ﬁ::;': FEE it

TransitMet 172.16.1.2% 24 Transithet-1

Web-Tier-01 10.0.1.1* 24 Web-Tier-01

App-Tier-01 10.02.1* 24 App-Tier-01

DB-Tier-01 10.0.3.1* 24 DE-Tier-01 -

Back Next Cancel

7. With the interface settings complete, the next step is to configure the default gateway

settings. The default gateway for the DLR is the data center core router we configured

in the previous section across the transit segment Transit-Net.
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Select the TransitNet vNIC and provide the Gateway IP address of the NSX Edge. In this
configuration, it is 172.16.1.1. Click Next to proceed.

New NSX Edge 2 M
+ 1 Name and description Default gateway settings
' 2 Settings

[] Configure Default Gateway
+ 3 Configure deployment
+ 4 Configure interfaces vNIC: = | TransitNet A/

5 Default gateway settings Gateway IP: = 172.16.1.1
MTU: 1500
Back Next Cancel

8. Click Ready to complete to view the configuration and then click Finish to deploy the
DLR. Depending on the number of ESXi hosts, it may take some time for the DLR
deployment to complete.
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New NSX Edge 21
+ 1 Name and description Ready to complete
Egelin s Name and description
" 3 Configure deployment Mame: NSXDLR
+~/ 4 Configure interfaces Install Type:  Loagical (Distributed) Router
+ 5 Default gateway settings Tenant:
% 6 Ready to complete HA: Disabled
M t Interface Co ion
Connected To dvs_VL155_MSXIPFoal
IF Address Subnet Frefix
Length
10.105.155.22% 24
NSX Edge Appliances
Rescurce Fool Host Datastore Folder
USSJ-55-ComptL 2240-2-10K
Interfaces
Subnet Frefix
Name IP Address Connected To
Length
TransitMet 17216.1.2% 24 TransitMet-1
Web-Tier-01 10.0.1.1% 24 Web-Tier-01
App-Tier-01 10.0.2.1* 24 App-Tier-01
DB-Tier-01 10.0.3.1* 24 DB-Tier-01
Back Finish Cancel

9. Once complete, the vSphere NSX Edges configuration should resemble the image

below.

File Edit View Favorites Tools Help

vmware® vSphere Web Client #& @

4 Home »| ¥ X NsXEdges
Networking & Security NSXManager. [ 10.105.155.165 |~

£ nisx Home

@ | x 2 % @ [ | Gacons~
{3 nstaltation

1a 14 Name Tipe

edge3 Topo1ESG NSX Edge

Edges

P Firewall

i SpoofGuard

@ Senice Defintions

7] Senvice Composer

@ Data Security

Flow Monitoring

[ Activity Monitoring

~ Networking & Security Inventory

edge-4 Topo1DLR

5 NSX Managers >

Logical Router

(2 onstating | @ oFaitea

Vession
611
611

Status
Deploged
Deployed

Tenant
Default
Default

QU | Administralor@VSPHERE.LOCAL +

Q Fitter

I Help~ |

~ 1] Recent Tasks o
<[ ar | Runing  Failed
s
comp
Comp
MyTasks ~ Wore Tasks
~ | # Workin Progress =]
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NSX Edge Static Routing Configuration

For this deployment scenario, static routing is configured to allow the NSX Edge to forward
packets into the different tiered networks via the DLR. The default gateway configuration on
both the NSX Edge and the DLR ensures packets find their way out to external networks.
This configuration is also required to ensure that traffic coming from the external networks

finds its way into the networks.

1. Double-click on the NSX Edge you configured in the first section.

File Edit View Favorites Tools Help

vmware' vSphere Web Client #& @

4 Home. " ® x| nsxEdges
Networking & Se€urity
£ NSX Home
g} Installation

NSXManager. { 10,105.155.165 |~
* [ x & % @ [0 | Gactons ~

Name Tipe Vesion  suus

(2 0mstating | @ oFailed

=4 LootcalSwiiches edge3 Topo1ESG. NSKEdge 611 Deployed Default
~. NSXEdges e Topo1DLR Logical Router 611 Deployed Defaut
P Fir

I, SpoofGuard

) Senice Defintions
] senice Composer
@ Data Security

(53] Fiow Mo
[H Activity M¢
~ Networki

ring
Security Inventory
5 NSX Managers >

U | Administrator@VSPHERELOCAL ~ | Help ~ |

~ [£] Recent Tasks

R -Fiitsr ~1| an | Running
sze

3 Comp
5 Comp)

MyTasks +

~ | 4 Workln Progress

More Tasks

x
=

Failed

o

2. The configuration screen below should now be displayed. Click the Manage tab and
then click the Routing sub-tab. Click Static Routes, and then click the green plus
symbol (+) to display the Add Static Route configuration dialog box.

Fle Edit View Favorites Toock Help

vmware' vSphere Web Client # @

A Metworsing 8 Sec. + ) K | 3% TopolESG | Acions +

I TopotESG Summary  Monitor | Manage

Semngs | Firewall DHCP NAT 'Rouing’ Load Balancer VPN SSLVPNPuS  Grouping Objects

-
CAobal Connigu ration ﬁ “delveen
OSPF
RGP
1515

Rt Rty i

3. Provide an internal summary route that points the NSX Edge to the TransitNet-2 IP
Address of the DLR interface. In this case, a summary of 10.0.0.0/16 is pointed
internally to the DLR IP address of 172.16.2.2.
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Add Static Route (?)

Network: % 10.0.0.0/16

Network should be entered in CIDR format
e.g. 192.169.1.0/24

Next Hop: 172.16.1.2

Interface: [Trans'rtNet-‘I | v ] O
MTU: 1500
Description:

OK || Cancel

4. Once complete, select OK to continue.

vmware* vSphere Web Client # & Updated at 1211 PM ) | Administrator@VSPHERE.LOCAL ~ | Help ~

<4 Networking & Sec... ¥ X = NSXEdge  Actions ¥
E NSXEdge Summary  Monitor | Manage

[Senjngs ‘ Firewall ‘ DHCP ‘ NAT | Rouﬁng} Load Balancer | VPN ‘ SSL VPN-Plus ‘ Grouping Objects

“ Changes to the Static Routing configuration will take effect only after being published. Please click on "Publish Changes"

Global C : to publish.

Static Routes [ Publish Changes ] [ Revert ]

OSPF ——
+* & =

BGP
Type Network Next Hop Interface MTU Description

31 10.0.0.0/16 172.16.1.2 TransitNet-1 1500

Route Redistribution

5. Click Publish Changes to push the updated routing information to the NSX Edge.
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BIG-IP Appliance Configuration

The validation of this topology includes a pair of BIG-IP Virtual Edition appliances deployed
in the same vSphere cluster. For more information on deploying a BIG-IP Virtual Edition
through vSphere, F5 provides the BIG-IP Virtual Edition Setup Guide for VMWare ESXi,
located at the following link.

https://support.f5.com/kb/en-us/products/big-ip_ltm/manuals/product/bigip-ve-setup-

vmware-esxi-11-5-0.html

For production deployments, F5 recommends that two BIG-IP devices be configured in an
HA configuration. For additional information on high-availability configurations, consult the
BIG-IP Device Service Clustering: Administration manual for the appliance version you are

using.
The manual for BIG-IP version 11.6, can be found here.

https://support.f5.com/kb/en-us/products/big-ip_ltm/manuals/product/bigip-device-

service-clustering-admin-11-6-0.html

The base network configuration consists of provisioning the proper port group to the
management interface’s network adapter and VXLAN virtual switches to the BIG-IP virtual
appliances’ network adapters for the data interfaces. Next, you'll configure the appropriate
VLANs and assign them to the BIG-IP interfaces. And last, you'll create the appropriate self

IP addresses for each of the network segments.

Prerequisites

e BIG-IP Virtual Editions have been deployed in the same ESXi cluster on separate

hosts with appropriate anti-affinity DRS rules in place.
e Licenses have been applied and activated.
e Appropriate provisioning of resources is complete.

For information on how to perform these installation and basic setup steps, refer to

http://support.f5.com and consult the appropriate implementation guide for your version

and model.

For this validation, we've labeled the BIG-IP Virtual Edition appliances as NSXBigIP and
NSXBiglIP2.

@
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vmware* vSphere Web Client #® @ Updated at 3:17 P|
4 vCenter ) X (G5 NSXBiglP  Actions +
@ Erl 8 Q Summary Monitor | Manage | Related Objects
g
» [_JManagement o
» [ JMunson {Seltings ‘ Alarm Definitions ‘ Tags | Permissions | VM Storage Policies | Scheduled Tasks ‘ vServicesl
~EINSX \ )
EDBIG-IQ VE 4.4.0.0.0.5: “ VM Hardware

BIG-IQ VE 4.5.0.0.0.7!
& VLIGEETED » CPU 2 CPU(s), 418 MHz used

{51 NSX Manager6 VM Options

{5, NSX_Controller_5094: » Memory [ | 4096 MB, 122 MB used
. - . VM SDRS Rules
{53 NSX_Controller_ae17! on O » Hard disk 1 20 GB
- : vApp Options
& NSXBiglP > - - » Hard disk 2 104 GB
Eb NSXBiglP2 NSX Activity Monitoring
i nsxdemo » Network adapter 1 VLAN128-untagged (connected)
{55 vedemo » Network adapter 2 VM Network (connected)
£3f vonsx.bd.5.com » Network adapter 3 VM Network (connected)
(3 vonsxmgr » Network adapter 4 VM Network (connected)
{ Vyos
» [TINSX-6.1-biq4.5EA4 i ceckad 4 M8
» [JTemplates » Other Additional Hardware
» CJTwo-Factor and Adaptive Compatibility ESX/ESXi 4.0 and later (VM version 7)
» [ussj-ved511-1 =
» CJVCAC

Figure 11. vSphere display of deployed BIG-IP Virtual Edition

Provision BIG-IP Network Adapters in vSphere

For this topology, the BIG-IP requires four network adapters. The first is for management of
the devices, the second two are for data traffic, and the fourth is for HA information and
configuration syncing between the two BIG-IP virtual appliances.

1. Return to the vSphere Web Client console and choose to Networking & Security in

the left column. Under Networking and Security, choose Logical Switches. Highlight
the Web-Tier-01 logical switch, and then click the Add Virtual Machine icon (indicated
by the red arrow in the figure below).

vmware* VSphere Web Client ft @ Updated at3:17PM {) | Administrator@VSPHERE.LOCAL * | Help ~
<4 Home » ¥ X Logical Switches
Networking & Security NSX Manager: | 10.105.134.165 \ he
£5 NSX Home + |/ X B B | Shcons - (Q Fitter -)
@ Installation Name e Transport Zone Segment ID Control Plane Mode Descript|
p - . Add Virtual Machine
¥ Logical Switches % App-Tier-01 Sianein——1 =] == TransportZone1 5000 Unicast
5 NSX Edges g DB-Tier-01 & Normal = TransportZone1 5002 Unicast
[ Firewall E TransitNet-1 & Normal = TransportZone1 5013 Unicast
7, SpoofGuard = TransitNet-2 & Normal == TransportZone1 5014 Unicast
& Service Definitions m WebNet @ Normal == TransportZone1 5001 Unicast
|5 e G g Web-Tier-01 & Normal £= TransportZone1 5003 Unicast
@ Data Security
E Flow Monitoring
[’ Activity Monitoring
~ Networking & Security Inventory
5 NSX Managers >
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2. Select the two BIG-IP virtual appliances NSXBigIP and NSXBiglP2. Click Next to
continue.

/% Web-Tier-01 - Add Virtual Machines

2 M
1 Select Virtual Machines Select Virtual Machines
Select VMs to connect to this network
2 Select vNICs
Sissaviicconplets Filter | (2)Selected Objects
‘37‘ Q. nsx -
Virtual Machine
V| 91 NSXBiglP
V] 1 NSXBiglP2
G nsx-web-sv-01a
41 nsx-web-sv-01b
o 4 of 96 Obiects

Next Cancel
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3. Select VNICs. For Web-Tier-01, makes sure to check the checkbox for Network adapter
2 for each of the virtual editions. Click Next to continue, and then click Finish.

7 Web-Tier-01 - Add Virtual Machines

+ 1 Select Virtual Machines Select vNICs

Select at least one vnic for each virtual machine you want to connect to this network.
2 Select vNICs

3 Ready to complete

Name Network
[ ] NSXBiglP2 - Network adapter 4 (VM Network)

[ ] NSXBigIP2 - Network adapter 1 (VM Network)

NSXBiglP2
[V 1 NSXBigIP2 - Network adapter 2 (VM Network)
[] & NSXBiglP2 - Network adapter 3 (VM Network)
[+ (51 NSXBigIP - Network adapter 2 (VM Network)
[]&51 NSXBiglP - Network adapter 3 (VM Network)
NSXBigIP

[ ] 1 NSXBigIP - Network adapter 1 (VLAN128-untagged)
[ ] NSXBigIP - Network adapter 4 (VM Network)

Back Next

4. For the App-Tier-01 logical switch, repeat the same steps, making sure to choose
Network adapter 3.

5. In our environment we are using the VM Network PortGroup as the HANet PortGroup
and leaving the Network adapter 4 associated with the VM Network PortGroup.
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6. When complete, the settings shown under the Manage tab for the HA pair of BIG-IP
VEs ought to look similar to this.

(i, NSXBiglP ~ Actions ~

Summary Monitor | Manage | Related Objects

[Settings ‘ Alarm Definitions | Tags | Permissions | VM Storage Policies | Scheduled Tasks ‘ vServices ]

LT VM Hardware
R — » CPU 2 CPU(s), 0 MHz used
VM Options
+ Memory |:| 4096 MB, 0 MB used
VM SDRS Rules
» Hard disk 1 20 GB
vApp Options
+ Hard disk 2 104 GB

NSX Activity Monitoring
+ Network adapter 1 VLAN128-untagged (connected)

+ Network adapter 2 vxw-dvs-507-virtualwire-25-sid-5001-Web-Tier-01 (connected)
+ Network adapter 3 vxw-dvs-507-virtualwire-26-sid-5002-App-Tier-01 (connected)
+ Network adapter 4 VM Network (connected)

Provision BIG-IP Networking

Create VLANs

1. From the Main tab of the BIG-IP Configuration Utility navigation pane, expand
Network and then select VLANS.

2. Inthe upper right corner, click the Create button.

259 Local Traffic lv aame = Appication| = Tag | Untagged interiaces | Tagged Interfaces | = Farttion  Path
No records o dispay.

() Acceleration ]

() Device Management

£ vetwonk
tertaces
Routos ®—o
senies
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Under General Properties, enter a unique name for the VLAN. In this case, we used

WebTier01.

In this scenario, 802.1Q VLAN tagging is not required so no tag value is needed.

Under Resources, choose 1.1 for the Interface.

For Tagging, select Untagged and then click the Add button below it. The screenshot

below is what you ought to see after clicking Add. Notice that in the Interfaces field

1.1(untagged) is entered.

Hostname: nsxbigip1.bd.f5.com
IP Address: 172.30.128.16

|| ONLINE (ACTIVE)

Date: Feb 27, 2015
Time: 3:52 PM (PST)

&
» DNS
[ﬁj Local Traffic

(4 )1) Acceleration

==\
Device Management

@ Network

Interfaces
Routes

Self IPs

Packet Filters
Trunks

Tunnels

Route Domains
VLANs

Class of Service
ARP

IPsec

User: admin
Role: Administrator

Network » VLANSs : VLAN List » New VLAN...

General Properties

Name WebTier01

Description

Tag

Resources
Interface: | 1.2 §
Tagging: Untagged 4§

Add
.. 1.1 (untagged)

Sampling Rate

Default %

Edit Delete
Configuration: =Basic ;
Source Check B
MTU 1500
sFlow
Polling Interval Default %+ | Default Value: 10 seconds

Default Value: 2048 seconds

Cancel Repeat  Finished
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7. Click Repeat to continue.

8. Proceed with creating the application tier network. Type a unique name for the VLAN.

In this case, we used AppTier01.
9. Tagging is not required, so no Tag value is needed.
10. Select Interface 1.1.
11.  For Tagging, select untagged and then click the Add button below it.
12. Select Repeat and return to step 8 for HANet to complete the VLAN creation.
13. Click Finished to proceed.

14. Validate the VLAN configuration against the image below. The BIG-IP device will use

self-generated tags for internal tracking of the VLANS.

Network » VLANs : VLAN List

¥+ ~ | VLAN List VLAN Groups
S

* Search Create...
| =~ Name Application |~ Tag Untagged Interfaces = Tagged Interfaces Partition / Path
~| AppTier01 4003 1.2 Comman
| HANet 4092 1.3 Comman
| WebTierD1 4004 1.1 Commaon
Delete...

Repeat steps 1-13 to create the VLANs on the second appliance, NSXBiglP2.

Run Config Sync/HA Utility To Set Up a High Availability Cluster

The Config Sync/HA Utility simplifies the setup of high availability between the two BIG-IP
devices. It walks through the configuration of the logical interfaces and other configuration
parameters that are required for proper operation.

In an HA configuration, a floating self IP address is created (in addition to the local self IPs)
as a shared address that “floats” on whichever device in the cluster is active. This needs to
be done for both of the data VLLANs WebTierO1 and AppTier0O1, but not for HANet.

1. From the Main tab, click Statistics and then click Module Statistics.

2. Under Setup Utility, click Run Configure Sync/HA Utility.
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ONLINE (ACTIVE)
Standalone

Statistics » Welcome

Dashboard

Module Statistics P

Performance
User Documentation
Technical documentation for this product, including user guides and
1Apps release notes, is available on the Ask F5 Technical Support web site.

@ 1 1 Traffic « User Documentation

Preferences
Acceleration On the System Preferences screen, you can customize the general
preferences for the Configuration Utility.

g Device Management + System Preferences

@ T Additional Setup Options

Use the following additional configuration options to refine the

— system setup, once you have initially configured the system using the
System Setup Utility.

« System Device Certificate
o DNS

« NTP

« SNMP

« User Authentication

Setup Utility

Run the Setup Utility again to make changes to basic device settings
and standard network configuration.

< « Run Config Sync/HA Utility >

3. Under Redundant Device Wizard Options, the default configuration options can be left

as shown. Click Next to continue.

Hostname: nsxbigip1.bd.f5.com Date: Feb 27, 2015 User: admin
IP Address: 172.30.128.16 Time: 4:04 PM (PST) Role: Administrator

]| ONLINE (ACTIVE)

|| standalone

Help

V “":i Statistics

Redundant Device Wizard Options

@ tApps Config Sync Display configuration synchronization options
& DNS : N Display failover and mirroring options

High Availabilit
@ il Failover Method: Network 3

ij Local Traffic

™ a e

Cancel Next...
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4. Under Internal Network Configuration, choose the following settings
e Internal VLAN: Select Existing VLAN
e Select VLAN: WebTier01
e SelfIP
* Address: 10.0.1.8
*  Netmask: 255.255.255.0
* Port Lockdown: Allow Default
e Floating IP
* Address: 10.0.1.13

*  Port Lockdown: Allow Default

5. Click Next to continue.

Hostname: nsxbigip1.bd.f5.com Date: Feb 27,2015 User: admin
IP Address: 172.30.128.16 Time: 4:05 PM (PST) Role: Administrator

]| ONLINE (ACTIVE)
]| standalone

V_"ﬁ Statistics

Internal Network Configuration

Network

System

EEs Internal VLAN Create VLAN internal ) Select existing VLAN
/(; DNS Select VLAN | WebTier01 §
Address: 10.0.1.8
: Local Traffi
ocal frame Self IP Netmask: 255.255.255.0
; }n o —— Port Lockdown: | Allow Default % |
Floating IP Address: 10.0.1.13
q i R
=) pevice Management Port Lockdown: | Allow Default # |

Internal VLAN Configuration

VLAN Name

VLAN Tag ID

Interfaces

WebTier01
4094
VLAN Interfaces’ 1.2 %

Tagging: | Select... 4]
Add

1.1 (untagged)

Edit Delete

Cancel  Next...
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6. Under External Network Configuration, choose the following settings:
e Internal VLAN: Select Existing VLAN
e Select VLAN: AppTier01
e SelfIP
+ Address: 10.0.2.8
*  Netmask: 255.255.255.0
* Port Lockdown: Allow Default
e Floating IP
+ Address 10.0.2.13

*  Port Lockdown: Allow Default

7. Click Next to continue.

Hostname: nsxbigip1.bd.f5.com Date: Feb 27,2015 User: admin
IP Address: 172.30.128.16 Time: 4:09 PM (PST) Role: Administrator

|| ONLINE (ACTIVE)
|| standalone

{e=) statistics
External Network Configuration
@ L External VLAN Create VLAN external @ Select existing VLAN
& Select VLAN AppTier01 %
9 oxs :
Address: 10.0.2.8
"] Local Traffi
() Local Traffic Self IP Netmask: 255.255.255.0
= 8 a
(71 Acceleration Port Lockdown: Allow None %
Default Gateway
g Device Management
Address: 10.0.2.13
Floating IP ———
2—2 Network Port Lockdown: | Allow None ~ §
E] System External VLAN Configuration
VLAN Name AppTier01
VLAN Tag ID 4093
VLAN Interfaces’ 1.1 §
Tagging: | Select... %
Add
e 1.2 (untagged)
Edit Delete

Cancel  Next...
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8. Under High Availability Network Configuration, choose the following settings:
e Internal VLAN: Select Existing VLAN
e Select VLAN: HANet
e SelfIP
* Address: 10.254.1.8
*  Netmask: 255.255.255.0

*  Port Lockdown: Allow Default

9. Click Next to continue.

Hostname: nsxbigip1.bd.f5.com Date: Feb 27, 2015 User: admin
IP Address: 172.30.128.16 Time: 4:10 PM (PST) Role: Administrator

: || ONLINE (ACTIVE)
|l standalone

Help

’;L""S Statistics

High Availability Network Configuration

@ iApps High Availability VLAN ~ Create VLAN HA @ Select existing VLAN
= A
@ DNS Select VLAN HANet s
Address:  10.254.1.8
[ﬁj Local Traffic Self IP
Netmask: 255.255.255.0
(¢ )j) Acceleration
High Availability VLAN Configuration
Devi VLAN Name HANet
7~ Device Management
VLAN Tag ID 4092
@ Network
VLAN Interfaces| 1.1 %
System Tagging: Select... &

Add
1.3 (untagged)

Interfaces

Edit Delete

Cancel  Next...
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10. Under Network Time Protocol Configuration, enter the NTP server 10.105.134.20 and
then click Next.

Network Time Protocol Configuration
Address:| 10.105.134.20
10.105.134 20
Time Server List

11. In the DNS Lookup Server List, enter the appropriate DNS server, in this case,
10.105.134.20, and then click Next.

Domain Name Server Configuration

Address:| 10.105.134.20

10.105.134.20

DNS Lookup Server List

[ Edit_|[ Delete |[Up] [Down]

Address: |

BIMD Forwarder Server List

[ Edit_|[ Delete |[Up] [Down]

Address: |

localhost

DMS Search Domain List

[ Edit_|[ Delete |[Up] [Down]
DNS Cache ]

IP Version IPvd
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12. For ConfigSync Configuration, select the Local address HANet VLAN and then click
Next.

ConfigSync Configuration

Local Address 10.254.1.9 (HANet)

13. Under the Failover Unicast Configuration, validate the unicast IP address and select
Next.

Failover Multicast Configuration

Failover Unicast Configuration [Add._ |
‘ALucaIAddress ‘#Purt|¢\fi_AN
[0 1025419 1026  HANet

‘ Use Failover Multicast Address | [ Enabled

Cancel || Next...

14. Under Mirroring Configuration, select the HANet as the Primary Local Mirror Address.

Mirroring Configuration

Primary Local Mirror Address 10.254 1.9 (HANet)

Secondary Local Mirror Address | [None

15. Select Next to continue to Standard Pair Configuration.

Standard Pair Configuration
Establish an Active/Standby pair by discovering another device.

After discovering the other device, the system performs the following actions:

» Establishes trust between authoritative peers
» Creates a device group that contains this device and the peer device
« Creates a traffic group that supports an active/standby configuration

Mext...
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16. Complete the configuration of NSXBiglP by clicking Finished.

Configure Peer Device

If this is the first device in this active/standby pair that you have configured, then you should click Finished and exit this wizard. Then you should

proceed to configure the peer device using the Setup Utility. When you reach this page on the peer device, choose the Discover Configured Peer
Device option.

Finished

Proceed to configuring NSXBIgIP2.
1. For Internal Network Configuration, use the following settings:
e Internal VLAN: Select Existing VLAN
e Select VLAN: WebTier01
e selflP
* Address: 10.0.1.9
*  Netmask: 255.255.255.0
* Port Lockdown: Allow Default
e Floating IP
* Address: 10.0.1.13
*  Port Lockdown: Allow Default
2. Select Next to continue.
3. For External Network Configuration, use the following settings:
e Internal VLAN: Select Existing VLAN
e Select VLAN: AppTier01
e SelfIP
* Address: 10.0.2.9
*  Netmask: 255.255.255.0

+  Port Lockdown: Allow Default
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e Floating IP
* Address: 10.0.2.13
* Port Lockdown: Allow Default
4.  Select Next to continue.
5. For High Availability Network Configuration, use the following settings:
e Internal VLAN: Select Existing VLAN
e Select VLAN: HANet
e SelfIP
* Address: 10.254.1.9
*  Netmask: 255.255.255.0
* Port Lockdown: Allow Default

6. Select Next to continue.

7. To create trust between the two devices and establish a high availability cluster, select
Discover Configured Peer Device.

Hostname: nsxbigip2.bdf5.com  Date: Feb 27,2015 User: admin Partton: (RTINS BTSN

IP Address: 172.30.128.17 Time: 5:05PM (PST)  Role: Administrator

|| ONLINE (ACTIVE)
| standalone

Mfi Statistics
Discover Configured Peer Device

Es iApps If you have already configured a peer device for this active/standby pair, click Next... to discover this peer. The system wil establish trust, create a device group, sync addresses used for ConfigSync and high availabilty,
and create a traffic group that supports activel/standby configuration.

P
DR Next..
[3) Local Traffic

Configure Peer Device

If this is the first device in this active/standby pair that you have configured, then you should click Finished and exit this wizard. Then you should proceed to configure the peer device using the Setup Utility. When you

(735 Acceleration t c c
bt reach this page on the peer device, choose the Discover Configured Peer Device option.

&= Device Management Finished

8. Enter the appropriate Device IP Address and administrative username and password
combination for your peer device. If you are using the same IP addressing scheme as
this validation, use 172.30.128.16. Click Retrieve Device Information to continue.
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Hostname: nsxbigip2.bd.f5.com
IP Address: 172.30.128.17

|| ONLINE (ACTIVE)
]| standalone

Date: Feb 27,2015 User: admin
Time: 5:06 PM (PST) Role: Administrator

E“'a Statistics
@ iApps

&9 ons

[ﬁj Local Traffic
@ Acceleration

(= )

Remote Device Credentials

Device IP Address

Administrator Username

Administrator Password

172.30.128.16

admin

Cancel  Retrieve Device Information

9. The process will return the device certificate for the peer BIG-IP. Validate the name in

the Device Properties section and click Finished to continue.

Hostname: nsxbigip2.bd.f5.com Date: Feb 27,2015 User: admin
IP Address: 172.30.128.17 Time: 5:08 PM (PST) Role: Administrator

|| ONLINE (ACTIVE)
f | standalone

V_“‘d Statistics
@ iApps
3 ons

ij Local Traffic
{ >l Acceleration

—
Device Management

@ Network
System

Remote Device Credentials

Device IP Address 172.30.128.16
Administrator Username admin
Administrator Password | e
Device Certificate
Subject /C=--IST=WA/L=Seattle/O=MyCompany/OU=MyOrg/CN=localt
Management IP Address 172.30.128.16
Expiration [¥ Sun Feb 21 18:10:23 PST 2025
Serial Number b1b09f483e9fa775
Signed Yes
SHA-1 c62c456cc6ebad0c7af2cc390f9bd27ba7bd7b17
MD5 ab. )83773C

Device Properties

Name

nsxbigip1.bd.f5.com

Sync-Failover Group Properties

I Name ‘ device-group-failover-ad2f4f99efo0

Cancel  Finished
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10. The devices should now display Awaiting Initial Sync in the upper left corner. Click on

the Awaiting Initial Sync link to initiate the initial sync. This will bring up the Device

Management >> Overview page.

Hostname: nsxbigip2.bd.f5.com Date: Feb 27, 2015 User: admin
IP Address: 172.30.128.17 Time: 5:10 PM (PST) Role: Adminig

| ONLINE (ACTIVE)
5 Awaiting Initial Sync

Setup Utility Cor,
O Additional setup ¢

Statistics
/vl Statistics v
Dashboard
Setup

Module Statistics

Performance

User Documentation |

11. Select and highlight the device you are working from, in this case, NSXBiglP2, and

click Sync Device to Group. Lastly, click Sync to initiate the process.

Hostname: nsxbigip2.bd.f5.com Date: Feb 27,2015 User: admin - _
1P Address: 172.30.128.17 Time: 5:28 PM (PST)  Role: Administrator Pertiton: EEul
|| ONLINE (ACTIVE)
5 Awaiting Initial Sync
| Hep. About Device Management » Overview
\/‘_d Statistics R [Overnew
-
Device Groups
@ DNS * Name ~ Sync Status. * Number of Devices * Device Group Type ~ Sync Type
device-group-failover-ad2(4f99efe0 © Awaiting Inital Sync: 2 Sync-Failover Manual
() Local Traffic
device_trust_group Q 2 Sync-Only Auto
24) Acceleration
Sync Summary Status  Awaiting Initial Sync
Device Management Summary  The device group is awaiting the initial config sync.
Details  Recommended action: Synchronize one of the devices to the group
Overview
Devices Show Advanced View
Devices
) ‘ * HA Status  Name * Sync Status  Configuration Time |
Device Groups
P ‘ & nsxbigip.bd.f5.com O Awaiting Initial Sync no value set ‘
Teac roune ‘ ) nsxbigip2.bd.f5.com (Self) O Awaiting Initial Sync no value set ‘
@ N Sync Options
© Sync Device to Group
(%] system Sync Group to Device

Overwrite Configuration

Sync

12. Once the sync process completes, the sync status for all Devices Groups and Devices

should be green.
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Hostname: nexbigip2.bd.f5.com b 27, 2015 User: admin B Common k3
1P Addross: 172.30.128.17 530PM(PST)  Role: Administrator i Common o

|| ONLINE (ACTIVE)
f5 i

Help Device Management » Overview
VWi Statistics
'&¥ iApps
Device Groups
63 ons Name. |~ ync Status Number of Devices.  Device Group Type
2 device-group-failover-ad2f4199efo0 Q 2 Sync-Failover
() Local Traffic
device_trust_group Qo 2 Sync-Only

(724) Acceleration
SyncSummary  Staws In Sync
&5 Device Management Summary  All devices in the device group are in sync

. Sync Options.
£2) Network me et
© Sync Device to Group

[£¢] system Sync Group to Device

Overwrite Configuration

syne

Details
Overview
Devices Show Advanced View

Devices .

* HA Status 4 Name © Sync Status. ' Configuration Time
Device Groups

r%\ nsxbigip1.bd.f5.com [#] 2/27/2015 17:30:08
Device Trust

[ nsxbigip2.bd.f5.com (Se! 2/27/2015 17:30:08
Traffic Groups ° o Sl L

Application Configuration

Application configuration typically consists of a base configuration of pool members that are
contained by the pool object. The virtual server references the pool to make a load
balancing decision among the available pool members. Additional application delivery
functionality such as SSL termination, more flexible load balancing algorithm selection, and

layer 7 data plane programmability via iRules can be leveraged but are outside the scope of
this validation.

Create application pools

We are creating the most basic of pools for our web and app servers, to show the minimum
configuration that needs to be done for F5 to load balance the two tiers (web and app). The
BIG-IP device will not be load balancing the DB tier traffic, so we are not creating a pool of
the DB servers.

1. Onthe Main tab, expand Local Traffic and then click Pools. The Pool List screen
opens.

2. Inthe upper right corner of the screen, click Create.

3. Inthe Name field, type a unique name for the web pool. For this validation, we used
WebServerPool.
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4. Under Health Monitors, select an appropriate monitor for your application. In this case
we chose a gateway_icmp monitor to ensure server health, but much more in-depth
health monitoring is available to determine application availability.

5. Under Resources, select a Load Balancing Method. For basic load balancing in this
validation, Round Robin was used.

6. Under Resources, use the New Members setting to add the IP address and port of
the web servers. Click the Add button for each pool member.

7. Select Repeat to continue and input the application tier information.

Name (Optional) Address Service Port
web-01 10.0.1.11 80 (HTTP)
web-02 10.0.112 80 (HTTP)

Table 15. BIG-IP web tier pool members

File Edt View Favontes Tools Help

bdS000 bd 15 com
1010515517

| OMLUINE (ACTIVE)

Local Traffic » Pools : Pool List »» New Pool

" Statistics
Configuration; |Basic |~
m I Name | webserverPool
I:-ﬁ Local Traffic Diescriplion |
Metwork Map Active Avalanie
= ICommon | IComman
Mual Saners - galeway_icmp “ hittp
Health Monitors htio_head_1s
Policies [==] | nmps
hittps_443
Profiles e
iRules Rasourcas
Pools Load Balancing Method [Round Robin 2
Nodes Prionity Group Activation |D|same-3 |
Monil
s Nods Name: | {Optional)
Traffic Class Address: 100192
Addrass Transiation Service Port: | 80 |HTTP ]
[ Aga |
DNS Express Zones Mambe L Aad |
L o R1POCO10,0.1.1110.0.1.11:80
DNS Caches RA1POCO100.1.1210.0.1.12:80
{7 ) Acceleration
| Edit || Dulate
=3 Device Management ——_—
) Network
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13. Inthe Name field, type a unique name for the web pool. For this validation,

AppServerPool was used.

14. Under Health Monitors, select an appropriate monitor for your application. In this case,

we are choosing a gateway_icmp monitor to ensure server health, but much more

in-depth health monitoring is available to determine application availability.

15. Under Resources, select a Load Balancing Method. For basic load balancing in this

validation, Round Robin was used.

16. Under Resources, use the New Members setting to add the IP address and port of

the web servers. Click Add for each pool member.

17.  Click Finished to complete the pool creation.

App-01 10.0.2.11

80 (HTTP)

App-02 10.0.2.12

80 (HTTP)

Table 16. BIG-IP application tier pool members

File Edit View Favonies Tools Help

bd5000 bd 15.com
110515517

§| OMLINE (ACTIVE)
s 1| standalone
L.

Local Traffic » Pools - Pool List » Nes
| " Statistics
Configuration: [Basic v
g Hame | AgpServerPool
Ej“ Lo<al Traffic Descriplion |
Metwork Map Active Available
. ) [Commaon hitips_head_5
Virlual Servers Heslth Monils jomp  MESY) ::'“ ~
Poficies Bl tcp hail_open V%
Profiles -
iRules Resourcas
Pools Load Balancing Mathod [Rouna Robin ~]
Nodes Pripeity Group Activation |D|sameo |
o ® pew Noge ) Node List
Trafic Class Node Name: | (Optional)
Addrass Translation Adaress [ 10.0.212
. Senvice Port | HTTFP ~
DNS Express Zones s 2 —
New Mambers |_Add |
DNS Caches RAPOCO 100211100211 80
R:APOCO100:2.12 1000.2 12 :80
{74} Acceleration
== Device Management & L) | Chete |
[Cancal ] [Repeat | Finpyod |
2l Network E
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18. The completed configuration for the web and application tier pools should look similar
to the image below. Note that the green circles demonstrate that the health monitor, in

this case, ICMP, is able to successfully monitor the servers in the overlay networks.

Local Traffic » Pools : Pool List

% ~ PoolList Statistics
F | Search]
‘ [~| status ‘ « Name + Application ‘ Members ‘ + Partition / Path
O Q@ AppServerPool 2 Common
O Q WebServerPoal 2 Commen
[Delete... |

Create application virtual server

In creating a virtual server, you specify a destination IP address and service port on which
the BIG-IP appliance is listening for application traffic to be load balanced to the appropriate
application pool members. In this validation we have two virtual servers (VIPs) to create: one
for the web tier, which will be available to the external network on the 20.20.20.0/24
segment, and the other for the application tier, available on the TransitNet-1 segment.

1. Onthe Main tab, expand Local Traffic and then select Pools. The Pool List screen

opens.
2. Inthe upper right corner of the screen, click Create.

3. Inthe Name field, enter a unique name for the web application. In this case, we used
Web-Vip.

4. In the Destination Address field, enter the IP Address 20.20.20.5.
5. For Service Port use the HTTP standard port 80.

6. Under Configuration, select Auto Map from the Source Address Translation dropdown

box.

7. Under Resources at the bottom of the New Virtual Server configuration page, select

the WebServerPool from the dropdown box.

8. Again, select Repeat to continue to configure the application tier virtual server.
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File Edt View Favontes Tools Help

bas000 bd 15 com

| ONLINE (ACTIVE)
| Standalone

Local Trafhic » Virtwal Servers : Virtual Server List N
G 1Ape ' Name | web-vip
(3 Local Trafic Description |
Network Map Type Standard v
Vinual Servers Source I
Policies p
T . )
Destination ype:  ® Host ) Network
Profaes Address:[ 2020205
iRules Service Port [ 80 [wTTR [v]
Posin State Enabled 2
Nodes - le
. |Basic v
e Configuration: I ™~
’ Source Address Translation Auto Map v
Content Rewrite
Rewrite Profile [Nose ~
HTML Profile None v
Acceleration
Rate Class None |V
OnaConnact Profile None v
NTLM Conn Pool Nose | v|
HTTP Compression Profie |Nore 2
Web Acceleration Profile |Nose ~|
SPOY Profile Nose |v|
Resources
Enabled Available
_Sys_auth_krbdelegate
IEZIR _sys_auth_ssi cc idap
iRules I _sys_auth_ssi_cridp
IE3 _sys_auth_ssl_ocsp
_Sys_Mips_redrect
[Up] Dowm
Enabled
Poicies (=]
Bz
Detaut Pool el esseveros |
Defaull Persistence Profile None v
Falback Persistence Profile |Nono v
(Cancel | Repeat | | Finiched |
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9. The image has been cropped to highlight the specific configuration.
10. In the upper right corner of the screen, click Create.

11. In the Name field, enter a unique name for the web application. In this case, use used
App-Vip.

12. In the Destination address field, enter the IP address 172.16.1.5.
13. For Service Port, use the HTTP standard port 80.

14. Under Configuration, select Auto Map from the Source Address Translation dropdown
box.

15. Under Resources, select AppServerPool from the dropdown box.
16. Again, select Finished to continue to configure the application tier virtual server.

When complete, the virtual server list ought to look similar to the one shown below. The
green status icons indicate that all systems are go with the validation application, and the

virtual servers and the associated pools are reachable and healthy.

Local Traffic - Virtual Servers : Virtual Server List

7y ~ | Virtual Server List | Virtual Address List | Siafistics hd

F |Bearch
‘ |~| status ‘ « Name + Application | + Destination | ¢ Service Port‘ + Type | Resources ‘ + Partition / Path
O @  Appvip 10.0.1.5 80 (HTTF) Standard Edit... Common
O @  WebVip 3020205 80 (HTTP) Standard Edit Common

[ Enable | [ Disable |[ Delete._ |

Synchronize Changes across the Cluster

When working with a device cluster, we must initiate the sync process from the device

cluster we are making changes to on the peer BIG-IP.

1. In the upper left of the browser window, click the Changes Pending link.
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Hostname: nsxbigip1.bd.f5.com Date: Mar
IP Address: 172.30.128.16 Time: 5:07

| ONLINE (STANDBY)

Pay careful attention to the Recommended Action in the Sync Summary section. In this
case, we made changes on NSXBigIP, which need to be synchronized to other device in
the group NSXBiglP2.

2. Select and highlight the device you are working from, in this case, NSXBigIP1, and
then click Sync Device to Group. Lastly, click Sync to initiate the process.

Hostname: nsxbigipl.bdf5.com  Date: Mar2, 2015 User: admin oonmon |
IP Address: 172.30.128.16 Time: 5:08PM (PST)  Role: Administrator Partiton: Eedulu]

| ONLINE (STANDBY)
| Changes Pending

Device Management » Overview

{/+p Statistics g i
@ iApps.
Device Groups
@ DNS © Name ¥ Sync Status * Number of Devices | Device Group Type © Sync Type
device-group-failover-ad2f4f99efo0 * Changes Pending 2 Sync-Failover Manual
() Local Traffic
device_trust_group Qo 2 Sync-Only Auto
(24) Acceleration
Sync Summary Status  Changes Pending
Device Management Summary Changes pending
Details  Recommended action: Synchronize nsxbigip1.bc.f5.com to group device-group-failover-ad2(4f99efa0
Overview
Devices Show Advanced View
Devices
P—— © HA Status | Name \ © Sync Status. * Configuration Time
Devie Trust =) nsxbigip1.bd.f5.com (Self) * Changes Pending 3/2/2015 16:49:32
evice Trust
Traffic Groups F nsxbigip2.bd.f5.com («] 212712015 17:30:08
£2) Network Sync Options
© Sync Device to Group
System Sync Group to Device
Overwrite Configuration
Sync
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3. \Validate that the synchronization process completed successfully and that all devices
in the group are in sync. All sync status buttons should be green, as shown below.

|| ONLINE (STANDBY)
f J inSync.

Main Help Device Management » Overview
|/~ Statstics '~ Overviow
| J iApps
Device Groups
&3 ons Name v Sync Status. | Number of Devices Device Group Type Sync Type
device-group-failover-ad2f4{99efo0 8 2 Sync-Failover Manual
(3] Local Traffic Eeies o &
device_trust_group Q@ 2 Sync-Only Auto
(£°4) Acceleration
Sync Summary Status  In Sync.
&) Device Management Summary Al devices in the device group are in sync
Details
Overview
Devices ‘Show Advanced View
Devices
HA Status ~ Name Sync Status Configuration Time
Device Groups
L%ﬂ nsxbigip1.bd.f5.com (Self) Q 3/2/2015 16:49:32
Device Trust
=) nsxbigip2.bd.f5.com (e 31212015 16:49:32
Traffic Groups i e =
Sync Options
£2) Network e O
© Sync Device to Group
(%) system Sync Group to Device
Overwrite Configuration
Sync

4. This completes the configuration portion for the topology.

Validation

The web tier virtual server should now be available and accepting application traffic on port
80 (HTTP).

From the Main tab, expand Local Traffic, and then click Network Map to display the overall
health of the applications and their associated resources.

Local Traffic » Network Map

¥y -~ | Network Map

status  [Any Staws Type [All Types search | * Search iRule Definition ]
[ Show Summary |[ Update Map |

Local Traffic Network Map
@ App-Vip @ Web-Vip
@ AppServerPool @ WebServerPool
@ 10.0.2.11:80 @ 10.0.1.11:80
@ 10.0.2.12:80 @ 10.0.1.12:80
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Any web browser can be used to test the application itself by typing http://20.20.20.5 to
send a request to the virtual server. A simple Apache web server can be installed on the
web tier to validate.

ea® < o 20.20.20.5 : h o O
It works!

This is the defanlt web page for this server,

The web server software is ronning but no content has been added, vet.

This concludes the validation of the Parallel to DLR using VLANs with BIG-IP Physical
Appliances deployment scenario.

Conclusion

This document validates and walks through the implementation of several possible NSX and

BIG-IP interoperability scenarios and the network topologies to accomplish those scenarios.

F5 and VMware are working on a jointly developed API integration between NSX and the F5
BIG-1Q management and orchestration platform. This will enable IT organizations to fully
leverage the combined strengths of NSX virtualization and automation with richer
application delivery services enabled by F5 BIG-IP.

This planned NSX/F5 integration will allow users to configure BIG-IP settings (for example,
pools, VIPs, iApps) from NSX. The integration will also allow for automated BIG-IP virtual
edition deployment, licensing, and configuration. Many of the scenarios described in this
document will be deployable using this upcoming integration. For more information about
these solutions, please contact your local F5 or VMware representative.
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