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Introduction

The Software-Defined Data Center (SDDC) is characterized by server virtualization, storage virtualization, and network
virtualization. Server virtualization has already proved the value of SDDC architectures in reducing costs and complexity
of the compute infrastructure. VMware NSX network virtualization provides the third critical pillar of the SDDC. It extends
the same benefits to the data center network to accelerate network service provisioning, simplify network operations,

and improve network economics.

By deploying F5 BIG-IP and NSX together, organizations are able to achieve service provisioning automation and agility
enabled by the SDDC. This is combined with the richness of the F5 application delivery services they have come to

expect.

This guide provides configuration guidance, workflows and best practices for the topologies to optimize interoperability
between the NSX platform and F5 BIG-IP physical and/or virtual appliances. This guide is intended for customers who
would like to adopt the SDDC while ensuring compatibility and minimal disruption to their existing BIG-IP environment.
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The Multi-tiered Application

The multi-tiered application consists of 3 instances that are independent of each other. Each instance has a specific
role/task and has its own OS/Firewall Protections on them. Here is a diagram of how the information is accessed from

an external client.

POWERED BY:
=y

@ & vmware
m PORT 443 BIG-IP PHOTON™
VIP /

S
- [ o — o]
@ BIG-IP
PORT 443
PORT 8443 PORT 8443 PORT 80
» VIP >
\/

£..] pHOTON 22} PHOTON

1) WebTier — Web Server(s) are providing secure access to the backend application, these servers are internet

facing typically and have load balancing to allow servers to distribute loads appropriately.

2) AppTier — Application Server(s) access the backend database(s) and execute the code and provide that data
to the Web Server(s) sitting in front of them. These Applications are not internet facing and are protected by
the LAN.

3) DBTier — Database Server(s) that house the information that the application servers execute against, these
servers these servers are also not internet facing and are protected by the LAN.
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Topology 1: Parallel to NSX Edge Using VXLAN
Overlays with BIG-IP

Web-VIP=10.105.176.5 (Web 01 &Web 02)
App-VIP=172.16.1.5 (App-01 & App-02
Note: Web-VIP and App- VIP requ:res SNAT

External
10.105.176.0/24

VLAN
-——- VXLAN

Transit1-Net

NSX Edge Services Gateways 172.16.1.0/24

Deployed in HA

)
}
I Transit2-Net
: 172.16.2.0/24
|
|

NSX
Distributed Logical Router

DBTier
\  10.0.3.0/24 #=

WebTier
- 10.0.1.0/24

ikl A2

Figure 1 BIG-IP appliance parallel to NSX Edge Services Gateway

The first deployment scenario utilizes a topology that creates a second data path for application delivery traffic with BIG-
IP appliances arranged logically adjacent to the NSX Edge Services Gateway. This allows application specific
optimizations and load balancing decisions to take place before traversing the overlay network. It is also a key
enforcement point for application specific security policies to be built, from layer 4 through layer 7, outside the flow and
policy enforcement for traditional east-west traffic. This design also provides a range of isolated private address space

in the transit segment to be used for application VIPs and SNATS for inter-tier load balancing.
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L3 Fabric
Leaf/Spine

& E _
NSX EDGE NSX EDGE

&l &

NSX DLR NSXDLR'

v

v

Y Y
Compute Racks Edge Racks

Figure 2 Leaf/spine physical rack infrastructure

This topology is popular on standard layer 3 physical fabrics as seen in a leaf/spine topology but is equally applicable to
a flat layer 2 infrastructure. The placement of the BIG-IP appliances (physical or virtual) should be in the same

infrastructure racks as those reserved for the NSX Edge Services Gateway deployments.
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Traffic Flows

North-South Traffic - Logical Traffic Flows as Follows
1. From Client (External) to BIG-IP WebTier VIP (Web-VIP)
2. From BIG-IP Appliance to NSX Edge to DLR to WebTier Servers
3. From WebTier Servers to DLR to NSX Edge to BIG-IP AppTier VIP (App-VIP)
4. From BIG-IP Appliance to NSX Edge to DLR to AppTier Servers

5. From AppTier Servers to DLR to DB-Tier Servers

Web-VIP=10.105.176.5 (Web-01 & Web-02) 0 Client => Web-VIP
App-VIP=172.16.1.5 (App-01 & App-02)

Note: Web-VIP and App-VIP requires SNAT

External
10.105.176.0/24

VLAN
-——— VXLAN

Transit1-Net
172.16.1.0/24

M BIG-IP => App-Server

NSX Edge Services Gateways
Deployed in HA

Transit2-Net
172.16.2.0/24

NSX
Distributed Logical Router

3 y e App-Server => DB-Server
Web-Server => App-VIP

WebTier
=3 10.0.1.0/24

DBTier

AppTier \
. 0.0.3.0/24 &

10.0.2.0/24 %
o

Figure 3 North-South Logical Traffic Flow “Parallel to NSX Edge” with BIG-IP Appliances
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Implementation Infrastructure

In the validation environment, several ESXi clusters are in use. Some of the clusters are NSX-enabled clusters and

some are not.

For the purposes of explaining and building the validation infrastructure, we will be using two of the clusters listed in
Figure 4: the Clusterl-VDC (Edge Rack) and Cluster3-Compute-NSX (Compute Rack). While this is a smaller
representation of a typical data center deployment, the hardware is segregated in a manner consistent with that shown

in Figure 2.

vm vSphere Client

[ vCloud-VDC

summary  Monito

Figure 4 vSphere Console

In accordance with best practices, edge and compute ESXi hosts are physically and logically separated from one
another. In our configuration BIG-IP’s are installed in dedicated edge racks, along with vCenter, NSX manager, and the
NSX Edge Services Gateways, which also will be installed in the edge rack ESXi hosts.

The virtual machines used as Web (Web), Application (App), and Database (DB) servers will be running on ESXi hosts
in the compute cluster. To better understand data traffic flows for this deployment scenario topology, look at Figure 3

above.

10
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Prerequisites

Referencing the diagram in Figure 1, the BIG-IP requires connectivity to at minimum two of its interfaces. One interface

is used for management of the device and the other is used for all production traffic. The VLAN numbers, the VXLAN

segment

IDs and the IP addressing scheme can be tailored to your environment.

The BIG-IP will need to be installed and connected (physically or virtually) to the edge rack. Each BIG-IP
management interface will need to be connected and configured with an IP address in the management
segment.

The BIG-IP interface 1.1 will need to be connected to a switch port either in ESXi (trunked port group) or on the
edge rack top-of-rack switch that 802.1Q tags the VLANSs used in this environment. In the example, VLANs
102, 176 and 177 are used.

Physical network infrastructure switches connected to the ESXi servers and BIG-IP appliances (if not virtual)
are configured to support 802.1Q tagging and allow the appropriate VLANS.

ESXi hosts will need to be configured with the appropriate distributed port groups and virtual switches.

NETH Port Group Name 802.1Q VLAN ID

External DVS-VLAN-176 176

Internal DVS-VLAN-102 102

TransitNet-1 DVS-VLAN-177 177

Table 1 VLAN tags for configuration on distributed virtual switch and physical switches

NET Transport Zone Segment ID Control Plane Mode
AppTier TransportZonel 5002 Unicast

DBTier TransportZonel 5003 Unicast
Transit2-Net TransportZonel 5005 Unicast

WebTier TransportZonel 5001 Unicast

Table 2 Logical switch configuration

11
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Network Segments

Two types of network segments are utilized in this topology: traditional 802.1Q VLAN network segments and VXLAN
overlay segments. Within NSX, IP Pools are created that will be used by the Web, App, and DB virtual machines.

802.1Q VLAN segments

e VLAN 176 (External) is the VLAN used for external client to Web-VIP connectivity. The 10.105.176.0/24 IP
subnet range is configured on this VLAN.

e VLAN 102 (Internal) (not shown) is for management connectivity. The 192.168.14.0/24 IP subnet range is
configured on this VLAN.

e VLAN 177 (TransitNet-1) is the VLAN used as the transit VLAN between the BIG-IP appliance and the NSX
Edge for application traffic. The 172.16.1.0/24 IP subnet range is configured on this VLAN.

VXLAN Segments
the Web, App, and DB tier virtual machines are all provisioned and connected to VXLANS.

e VXLAN 5001 WebTier is the segment ID used for the blue web connectivity. The 10.0.1.0/24 IP subnet range is
configured on this VXLAN.

. is the segment ID used for the yellow app connectivity. The 10.0.2.0/24 IP subnet range
is configured on this VXLAN.

e VXLAN 5003 DBTier is the segment ID used for the green DB connectivity. The 10.0.3.0/24 IP subnet range is
configured on this VXLAN.

e VXLAN 5005 TransitNet-2 is the VXLAN segment ID used for the transport zone between the DLR and the
NSX Edge.

12
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NSX Edge Configuration

1. Inthe vSphere Client console, begin by navigating to Networking & Security in the “Menu” selection under
Networking and Security, choose NSX Edges and then click (+ Add) hyperlink - Click on “Edge Services

Gateway”.

vm vSphere Client

Networking and Security
&R Dashboard
‘.9? Installation and Upgrade

B Logical Switches

NSX Edges

NSX Manager: £ 192.168.2.40 | §

ECC—

~ Security

& service Composer

A Firewa

ﬂ Firewall Settings

& Appiication Rule Manager
@ SpoofGuard

& Groups and Tags

+ ADD v

Edge Services Gateway

Distributed Logical Router

2. Provide a name for the device, then click next.

New Edge Services
Gateway

1 Basic Details

Basic Details X

Edge services gateway provides common gateway services such as DHCP, Firewall, VPN, NAT, Routing and
Load Balancing

Name TOPO1-ESG [2=]

Host Name

Tenant

Description

Select Depleyment Options

Deploy Edge Appliance VM

[ High Availability

CANCEL NEXT

13



INTEGRATION GUIDE
VMware NSX for vSphere (NSX-V) and F5 BIG-IP

3. Under Settings, select the slider to enable SSH access and provide a username and password for the Edge
Services Gateway. Click Next. Enabling SSH is for troubleshooting and tcpdump capabilities, if you do not

want these features leave SSH disabled.

New Edge Services Settings X
Gateway

c

e VM(s). These credentials can be used to log

1 Basic Detai
User Name admin m
2 Settings Password * = ssessesess ®
Confirm Password = sesssesens ®
SSH access enabled )
FIPS Mode D
Auto Rule Generation enabled @D
Edge control level logging Info

CANCEL ’ BACK ‘ NEXT

4. Under Configure deployment, select the Datacenter and Appliance Size appropriate for your deployment. Then
click on the plus symbol (+) to Add Edge Appliance VM.

New Edge Services Deployment Configuration X
Gateway

Datacenter * vCloud-VDC

1 Basic Details
Appliance Size *

2 Settings
© compact Large Quad Large X-Large

3 Deployment Configuration &g vCPus 1 {3 vcPUs 2 3§ vCPUs 4 ) vCPUs &
1¢

& Memory 512 MB & Memory 1GB &% Memory 2 GB & Memory 868

Edge Appliance VM *

_I_

Add Edge Appliance VM

CANCEL BACK



INTEGRATION GUIDE
VMware NSX for vSphere (NSX-V) and F5 BIG-IP

5. Selecting plus symbol will display the options in the screenshot below. Choose the appropriate

Cluster/resource pool and datastore (for this example, the Clusterl-VDC and the QNAP-AlIFlash datastore).

The host and folder selection are optional. Click Add to complete. This will return you to the configure

deployment screen shown in step 4 with the Edge Appliance VM filled out. Click Next to continue.

Add Edge Appliance VM

Specify placement parameters for the Edge Appliance VM.

Datacenter * vCloud-VDC

Cluster/Resource Pool -~ Clusterl-VDC
Datastore *© _ONAP-AIIFIash
Host

Folder

Resource Reservation System Managed
CPU 1000 MHz

Memory 512 MB

6. Inthe Configure interfaces dialog box, select the (+ Add) hyperlink to display the Add NSX Edge Interface

dialog box.

New Edge Services
Gateway

Configure Interfaces X

Configure interfaces of this edge services gateway

+ ADD
1 Basic Details

vNIC#
2 Settings

3 Deployment Configuration

4 Interface

Name Type IP Address Connected To

CANCEL BACK

15
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7.

Provide a name and click the edit icon next to the “Connected To” field.

< sack  Configure Interfaces

Basic Advanced

vNIC#
Name External f2=]
Type nternal @) Uplink

Connected To @ :‘;>

Connectivity Status Disconnected
Configure Subnets
+ ADD

Primary IP Address Secondary IP Addresses Subnet Prefix Length

| CANCEL ’

For the External network, click on the Distributed Virtual Port Group tab and then selecting the port group used

for external access. Click OK.

¢ Back Select Network

Logical Switch Standard Port Group Distributed Virtual Port Group

Q176
Name Type

° & DVS-VLAN-176 Distributed Virtual Port Group

o] I

16
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9. Once the network is chosen, select the (+ Add) hyperlink under Configure Subnets to add the appropriate 1P

address and subnet configuration to the interface.

¢ Back Configure Interfaces

Basic Advanced

VvNIC#

Name External m

Type nternal @) Uplink

Connected To DVS-VLAN-176 S m

Connectivity Status Conn
Configure Subnets
+ ADD

Primary IP Address Secondary IP Addresses Subnet Prefix Length

e | I

10. In the Add Subnet dialog box, enter the appropriate IP address and Subnet prefix length, and click OK.

¢ sacx  Configure Interfaces X
Basic Advanced

vNIC# 0 [2=]

Name External @

Type nternal @) Uplink

Connected To * DVS-VLAN-176 L m

Connectivity Status
Configure Subnets
+ ADD

Primary IP Address Secondary IP Addresses Subnet Prefix Length

10.105.176.2
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11. This will bring you back to the Configure interfaces dialog box. For each of the three interfaces required for this
deployment scenario, add and configure the appropriate subnets and switch type, according to the table below
and look like the final picture below with your datacenter information.

Network Name [Type Network Type IP Address Connected To
External Uplink Distributed Virtual Port Group  [10.105.176.2/24 DVS-VLAN-176
TransitNet-1 Uplink Distributed Virtual Port Group  [172.16.1.1/24 DVS-VLAN-177
TransitNet-2 Internal Logical Switch 172.16.2.1/24 Transit2-Net

Table 3 NSX Edge network interfaces

Configure Interfaces X
Configure interfaces of this edge services gateway.
1=

+ ADD

vNIC# MName Type IP Address Connected To

0 External Uplink 10.105.176.2/24 DWVS-VLAN-176

1 TransitNet-1 Uplink 172.16.11/24 DWS-WVLAN-177

2 TransitMNet-2 nternal 172.16.2.1/24 Transit2-Net

12. Once the interface settings are completed, the next step is to configure the default gateway settings. The
default gateway is our data center backbone router with the IP address of 10.105.176.1 on External vNIC that
we configured under the interface settings. If asked, use the default MTU parameter unless the network is
using an MTU of a different size, such as jumbo frames. (Configuring a non-standard MTU that is inconsistent
can lead to unnecessary fragmentation of packets or black-holing of some traffic.) Click Next to continue.

New Edge Services Default Gateway X
Gateway
Configure Default Gateway enabled @D =]
1 Basic Details
. External -
2 Settings VHIC L
Gateway IP * 10.105.176.1 m

3 Deployment Configuration Admin Distance 1

4 Interface

5 Default Gateway

CANCEL BACK NEXT
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13. HA settings can be left as default. Enable the “Firewall Default Policy” and check Allow for the Default Traffic
Policy. (This is for validation testing; firewall can be set to Deny instead however firewall rules will be required
on ESG to allow for traffic to flow to/from ESG/DLR and F5).

New Edge Services Firewall Default Policy X
Gateway
Firewall Default Policy Enabled () =]
1 Basic Details
Default Traffic Policy 0 2low Deny
2 Settings Logging Disabled (I

3 Deployment Configuration

4 Interface

Default Gateway

o

6 Firewall Default Policy

CANCEL BACK NEXT
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14. Review and click finish to complete the deployment of the NSX Edge.

New Edge Services Review X
Gateway
v Details
|
1 Basic Details Name TOPOI-ESG
Tenant
2 Settings Size Compact
HA Disabled
3 Deployment Configuration
Automatic rule generation Enabled
4 Interface v Edge Appliance VMs
5 Default Gateway
Cluster/Resource Pool Cluster1-vDC
6 Firewall Default Policy Host
Datastore GNAP-AlIFlash
7 Review Folder
CPU 1000 MHz
Memory 512 MB

v Interfaces

wkIIr # Mama Tuna ID AAdArace Fannartad Ta

CANCEL BACK FINISH

15. If the Firewall was set to Deny (Currently can only be configured via vSphere Flex [FLASH] client) To configure
firewall rules Home - Network and Security > NSX Edges - Double Click on Edge (TopolESG) - Firewall
Tab.

Adding Rules Click the (+) button and add appropriate firewall rules to allow Transits (Transit-1 and Transit-2)
to communicate and the Networks for the F5 to access (Web Servers 10.0.1.11 & 10.0.1.12 in this use case).

I TopolESG | X O Ya & 7] | {ghActons -
Summary  Monitor Manaqe|

| Settings [nrewau | DHCP| DNS| NAT| Routing ‘ Load Balanc.er| VPN | SSL VPN-Plus | Grouping Objects | Advanced Senvices

‘ Firewall Status: Started

& []1 X =t =4 Hide Generated rules Hide Pre rules

Search [E_v|

Ne. Name Type Source

Destination Senvice Action
@1 firewall Internal Qvse any any Accept
@2 F5 Access User ©1721612 any any Accept
&3 WebServer-to-F5-App-VIP User © 10.0.1.11-10.0.1.12 @ 1721615 any Accept
&4 Default Rule Default any any any Deny

20
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Create and Deploy DLR

Within VMWare NSX, the Distributed Logical Router (DLR) provides an optimized way of handling east-west traffic

within the data center. East-west traffic consists of communication between virtual machines or other resources on

different subnets within a data center. As east-west traffic demand increases within the data center, the distributed

architecture allows for optimized routing between VXLAN segments.

(Note that DLR and LDR—Logical (Distributed) Router—are used synonymously by VMware.)

1. Inthe vSphere Client console, begin by navigating to Networking & Security in the “Menu” selection. Under

Networking and Security, choose NSX Edges and then click (+ Add) hyperlink = Click on “Distributed Logical

Router”.

vm vSphere Client

Networking and Security

&R Dashboard

4# Installation and Upgrade

B Logical Switches

~ NSX Edges

v Security
(,,r._ gy e
) Service composer
M Firewa

B} Firewall Settings

:".ﬂ Application Rule Mar

NSX Edges

NSX Manager: EH 192.168.2.40 | St

.

dges: 3

Total

m

+ AD

o

£age Services Gateway

Distributed Logical Router

21
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2.

Provide a name for the device, then click next.

New Distributed
Logical Router

1 Basic Details

Basic Details

Distributed logical router provides Distributed Routing and Bridging capabilities.

Name
Host Name
Tenant

Description

Select Deployment Options

Deploy Control VMs

] High Availability

TopolDLR m

CANCEL NEXT

Under Settings, select the slider to enable SSH access and provide a username and password for the Edge

Services Gateway. Click Next. Enabling SSH is for troubleshooting and tcpdump capabilities, if you do not

want these features leave SSH disabled.

New Distributed
Logical Router

1 Basic Details

2 Settings

Settings

CLI credentials will be set on the Edge Appliance VM(s). These credentials can be used to login to the read
only command line interface of the appliance.

User Name *

Password *

Confirm Password *

SSH access

FIPS Mode

Edge control level logging

admin
® O
®
Enabied @D
Disabled (P

Info -

CANCEL BACK NEXT
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4. Under Configure deployment, select the Datacenter and Appliance Size appropriate for your deployment. Then
click on the plus symbol (+) to Add Edge Appliance VM.

New Distributed Deployment Configuration X
Logical Router

Datacenter * vCloud-VDC ~
1 Basic Details
Control VM(s) *

2 Settings

3 Deployment Configuration

_I_

Add Edge Appliance VM

Management/ HA Interface
This is a mandatory special-purpose interface that requires network connectivity and is configured separately from other interfaces in
the Logical Router

Connected To * O]

IP Address

CANCEL BACK

5. Selecting plus symbol will display the options in the screenshot below. Choose the appropriate
Cluster/resource pool and datastore (for this example, the Clusterl-VDC and the QNAP-AllFlash datastore).
The host and folder selection are optional. Click Add to complete.

Add Edge Appliance VM X

Specify placement parameters for the Edge Appliance VM.

Datacenter * vCloud-vDC
Cluster/Resource Pool * Cluster1-VDC

Datastore * QMAP-AlIFlash

Host

Folder

Resource Reservation System Managed ~ @
cPuU 1000 MHz

Memory 512 MB
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6. Click the Edit icon in the “Connected To” section of the Management/HA Interface.

New Distributed
Logical Router

Deployment Configuration X

Datacenter * vCloud-VDC ~
1 Basic Details
Control VM(s) *

2 Settings

& v
3 Deployment Configuration
Cluster/Resource Pool Cluster1-vDC
Host - |
Datastore GNAP-AlIFlash
Folder -
Add Edge Appliance VM
cPU 1000 MHz
Memory 512 MB
Management/ HA Interface
This is a mandatory special-purpose interface that requires network connectivity and is configured separately from other interfaces in
the Logical Router
Connected To * O
IP Address E.g.10.121.30.4/24

CANCEL BACK

7. Select an appropriate Management Network (Distributed Virtual Port Group) to manage the DLR then Click
OK.

{ Back Select Network X

Logical Switch Distributed Virtual Port Group

Name Type
& ESX-Management-Tagged Distributed Virtual Port Group
& ESX-Storage Distributed Virtual Port Group

&, DVS-VLAN-080 Distributed Virtual Port Group

&, DVS-VLAN-102
& ESX-Trunk-Prom

& ESX-NSX

& DVS-VLAN-176

& ESX-Management-Untagged
& ESX-Trunk

2 ESX-VSAN

Distributed Virtual Port Group

Distributed Virtual Port Group

Distributed Virtual Port Group

Distributed Virtual Port Group

Distributed Virtual Port Group

Distributed Virtual Port Group

Distributed Virtual Port Group

-

1-30 of 30 items
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8. Fill out the IP/Subnet Field for the Management IP of the DLR then Click Next.

New Distributed Deployment Configuration
Logical Router

Datacenter * vCloud-VDC v
1 Basic Details

Control VM(s) *

2 Settings B
3 Deployment Configuration
Cluster/Resource Pool Clusterl-VDC
Host - |
Datastore GNAP-AlIFlash
Folder - R
Add Edge Appliance VM
CcPU 1000 MHz
Memory 512 MB

Management/ HA Interface

This is a mandatory special-purpose interface that requires network connectivity and is configured separately from other interfaces in
the Logical Router.

Connected To * DWS-VLAN-102 £

IP Address 192.168.14.128{24

CANCEL BACK NEXT

9. In the Configure interfaces dialog box, select the (+ Add) hyperlink to display the Add NSX DLR Interface
dialog box.

New Distributed Configure Interfaces X
Logical Router
Configure interfaces of this distributed logical router

) ) + ADD
1 Basic Details
Name Type IP Address Connected To
2 Settings
3 Deployment Configuration
4 Interface
\]:
1

0 items

CANCEL BACK NEXT
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10. Provide a name and click the edit icon next to the “Connected To” field

{Back Configure Interfaces

Name *
Type

Connected To *

Connectivity Status
Configure Subnets

+ ADD

[CJ  Primary IP Address

MTU

TransitNet-2| [2=]

O Internal @) Uplink

Disconnected C’

Subnet Prefix Length

1500

0 items

CANCEL

11. For the TransitNet-2 network, click on the Logical Switch tab and then selecting the TransitNet-2 Logical

Switch. Click OK.

¢ Back Select Network

Logical Switch Distributed Virtual Port Group

Name

g dvs VCDVSBD-VCD-Internal-e2239cd6-3dd6-4ed2-a024-98c4c80e55d8

T AppTier
B DBTier
k Transitl-Net

© n Transit2-Net

i WebTier

Type

Logical Switch

Logical Switch

Logical Switch

Logical Switch

Logical Switch

Logical Switch

N cen
Q searc

1-6 of 6 items
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12. Once the network is chosen, select the (+ Add) hyperlink under Configure subnets to add the appropriate IP

address and subnet configuration to the interface.

¢ Back  Configure Interfaces

Name *
Type

Connected To *

Connectivity Status
Configure Subnets

T+ ADD

[T} Primary IP Address

MTU

TransitNet-2| [2=]

Internal @) Uplink

Transit2-Net &

Eb

Connected ()

Subnet Prefix Length

1500

Qitems

13. In the Add Subnet dialog box, enter the appropriate IP address and Subnet prefix length, and click OK.

¢ seck  Configure Interfaces

Name *©

Type

Connected To *
Connectivity Status

Configure Subnets

+ ADD

| Primary IP Address

1721622

MTU

TransitNet-2 m

Internal @ Uplink

E

Transit2-Net Vi

connected (@D

Subnet Prefix Length

24

1500

1items
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14. This will bring you back to the Configure interfaces dialog box. For each of the four interfaces required for this
deployment scenario, add and configure the appropriate subnets and switch type, according to the table below
and look like the final picture below with your datacenter information.

Network Name [Type Network Type IP Address Connected To
TransitNet-2 Uplink Logical Switch 10.105.176.2/24 Transit2-Net
WebTier Internal Logical Switch 10.0.1.1/24 \WebTier
AppTier Internal Logical Switch 10.0.2.1/24 AppTier
DBTier Internal Logical Switch 10.0.3.1/24 DBTier

Table 4 NSX distributed logical router network interfaces

Configure Interfaces X

Configure interfaces of this distributed logical router.

+ ADD
Name Type IP Address Connected To
TransitMet-2 Uplink 172162 2/24 Transit2-Met
WebTier Interna 10.0.1.1/24 WebTier
AppTier Interna 10.0.2.1/24 AppTier

DBTier Interna 10.0.3.1/24 DBTier
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15. Once the interface settings are completed, the next step is to configure the default gateway settings. The
default gateway for the DLR is the data center core router that we configured in the previous section across the
transit segment TransitNet-2.

For the VNIC select TransitNet-2 and provide the Gateway IP address of the NSX Edge.
In this example, its 172.16.2.1 and (Admin Distance is Default at 1). Click Next to proceed.

New Distributed Default Gateway X
Logical Router
Configure Default Gateway Enabled ()
1 Basic Details
) TransitNet-2 -
2 Settings VNIC L]
Gateway IP 1721621 @

ployme ot
3 Deployment Configuration Admin Distance 3

S

Interface

o

Default Gateway

CANCEL BACK NEXT

16. Review and click finish to complete the deployment of the NSX Distributed Logical Router.

New Distributed Review X
Logical Router

Basic Details Name opoIDLR
Tenant
2 Settings HA Disabled

Management/ HA Interface
Connected To DVS-VLAN-102
4 |Interface IP Address

VMs

6 Review Cluster/Resource Pool Cluster1-VDC

Host

Datastore QNAP-AlIFlash
Folder

CcPU 1000 MHz

Memory 512 MB
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17. After the Creation of the DLR and the logical switches within vSphere, attach the Virtual Machines for each tier

to their logical switches for network traffic. (This is an example of one of our AppTier VM’s attached to the

AppTier Logical Switch.

~ [P Cluster3-Compt {3} Actions - app-01
[ sic-bd-esx-0 Power
O sic-bd-esx-0 Guest 0S
» 36 Multi-Tier-Ta Snapshots
» 86 Multi-Tier-T0 g open Console

» 3 Multi-Tier-To F—
+ G Mt TierTo B M1grate--

Clone
g app-01
Tempiate

(. app-02
EDUD'W Fault Tolerance
G web-01 VM Palicies
i, web-02
&1 photon-mast Compatibility
{F RHCOS_ten Export System Logs...

» [P Cluster4-Compt
» EJ Clusterx-Rebuil

By Edit Resource Settings...

(f app-01 - Edit Settings

(\virual Hardware [ vM Options [ SDRS Rules | vApp Options |

» | cPU - @
» R Memory - -
» 3 Hard disk 1 16 E(ee |+

3 SCSI controller 0 VMware Paravirtual

» [l Network adapter 1 | waw-dvs-32-virtualwire-20-sid-5002-A | - [ Connected

+ (@ CD/DVD drive 1 w-dvs-32-virtualwire-20-sid-5002-AppTier (vCloud-DVS)

= p— vCloud-DVS
3 o rive
e Show more networks

+ [ Video card -
b 3 VMCI device
» Other Devices

» Upgrade [[] Schedule VM Compatibility Upgrade.

New device: | - Select ‘v}

Compatibility: ESXi 6.0 and later (VM version 11) OK

Cancel
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NSX Edge Static Routing Configuration

For this deployment scenario, static routing is configured to allow the NSX Edge to forward packets into the different
tiered networks via the DLR. The default gateway configuration on both the NSX Edge and the DLR ensures packets

find their way out to external networks.
This configuration is also required to ensure that traffic coming from the external networks finds its way in.

1. In the vSphere Client console, begin by navigating to Networking & Security in the “Menu” selection under
Networking and Security, choose NSX Edges and then Double-click on the NSX Edge you configured in the

first section. (In our use case this was named TopolESG).

Currently this must be done in the vSphere Web Client (FLEX) [Flash Based] as the functionality hasn’t been
ported to the HTML5 Client.

vmware* vSphere Web Client fi=

Navigator b § ‘: NSX Edges
(«]» | NSXManager: [ 192168240 |+ |
| Networking & Security | & | x S % & [F] | @ Actons - 2% 0 Instaliing | € 0 Failed |
£ NSXHome = 1 a|Name o Verson | Statim
: £ Dashboard edge-12 }: Topo1ESG NSX Edge 644 Deployed Defi

| @ Installation and Upgrade i' edge-19 z Topo1DLR Logical Router 644 Deployed Defi

@ Senice Definitions | ‘

| " Logical Switches ! ‘

B |
|

| v Security \

J%1 Senvice Composer

2. Inthe NSX Edge select the Manage Tab and the Routing sub-tab, then select Static Routes from the menus.

Click on the (+) plus symbol to add a Static Route.

A= Updated at 242 PM ) |

vmware* vSphere Web Client

Route Redistribution

~ Navigator X ETopotESG | x & ¥ & [7] | {ghActions v
L] Summary  Monitor | Manage |
| ~ TopolESG o . ) i i
‘ | | settings | Firewall | DHCP | DNS | NAT | Rouﬁng\ Load Balancer | VPN | SSL VPN-Pius | Grouping Objects | Advanced Services
| “ $ 7/ x
Global Configuration Troe Network Next Hop Interface
Static Routes
OSPF
BGP

‘ Multicast
I
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3. Provide an internal summary route that points the NSX Edge to the Transit2-Net IP Address of the DLR

interface. In this case, a summary of 10.0.0.0/16 is pointed internally to the DLR IP address of 172.16.2.2. Click

OK.

Edit Static Route

Metwork:

Mext Hop:

Interface:

Admin Distance:

Description:

%|10.0.0.016

#(172.162.2

:Transit;!—hlet | - | O

Network should be entered in CIDR format
e.g. 192 169.1.0024

1

OK ][ Cancel

4. Click Publish Changes to push the updated routing information to the NSX Edge.

| ETopotess | x O %a & [ | @actons +

Summary Monitor | Manage |
I
|

i Seftings l Firewall ‘ DHCP i DNS i NAT l Routing } Load Balancer li\)PN j SSL VPN-Plus ‘ Grouping Objects i Advanced Sernvices

«

Global Configuration
Static Routes

OSPF

BGP

Route Redistribution

Multicast

Changes to the Static Routing configuration will take effect only after being published. Please click on "Publish Changes™ to publish.

| Publish Changes || RevertChanges |

+ 7 x QF
Type Network Next Hop Interface Admin Distance Desc
user 10.0.0.0/16 172.16.22 Transit2-Net 1
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BIG-IP Configuration

The validation of this topology is currently configured on a single device. The base network configuration consists of
configuring the VLANSs and assigning them to an interface as well as creating the appropriate Self IP addresses for each
of the network segments. For production deployments, F5 recommends that two BIG-IP devices be configured in an HA

configuration.
Prerequisites

e The BIG-IP is configured with a management IP address in the proper subnet on the management interface. In
our specific use case this is VLAN 102.

e Licenses have been applied and activated.
e Appropriate provisioning of resources is complete.
e Base configuration of services DNS, NTP, SYSLOG, etc. are configured.

e BIG-IP Interface 1.1 or an available interface that is connected is wired to a physical or virtual switch (trunk)
configured to support 802.1Q tagging of traffic. In our specific use case this is VLANs 176 and 177.

For info on how to perform these installation and basic setup steps, refer to http://support.f5.com and consult
the appropriate implementation guide for your version and device.
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Create VLANS

1.
2.

From the Main tab of the BIG-IP Configuration Utility navigation pane, expand Network and select VLANS.

In the upper right corner, click Create.

R e e [ paton [N S

Ad
| Cluster Enabled
5 } ot : Actwe
| standalone

M(PDT)  Role: Admnisirator

Network » VLANS : VLAN List

{2} statistcs £+ VLANLst VLAN Groups
iApps -
e F- | Search|[Reset Search Create... |
@ Wizards | = Name | = Application | ¢ Tag | * Customer Tag ‘ Untagged Interfaces = Tagged Interfaces  + Fumwn/P.mJ
No records to dispiay. |
&) ovs [Daste-]

() Local Trafic

C) Traffic nteligence
(£2%) Acceleration

) Access

=) Device Management
. shared Objects

£33 Network
Interfaces
Routes
SelfIPs
Packet Filters
Quick Configuration
Trunks
Tunnels
Route Domains

VLANs

In the New VLAN menus.

a. Under General Properties, enter a unique name for the VLAN. In this example, we used External.
In the Tag field, enter the External VLAN ID in this example, our VLAN is 176.

Under Resources, for Interface, select 1.1 (or use interface that allows 802.1q tagging)

Select Tagged and then click the Add button below it.

® 2o o

Select Repeat to proceed with the creating of the transit network VLAN

Network » VLANS : VLAN List > New VLAN

‘General Properties
Name | External 6]
Description I
Tag 176
Resources
Interface:| 1.2 |+
Tagging: | Tagged |«
Interfaces 1.1 (tagged)
[Edit| [Delete |
C il Basic ~
Source Check (]
MTU 1500
sFlow
Polling Interval Default  «
‘Sampling Rate Default  «
| Cancel || Repeat || Finished
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4. Inthe New VLAN Menus
a. Under General Properties, enter a uniqgue name for the VLAN. In this example, we used TransitNet1.
For the Tag, enter the TransitNet-1 VLAN ID in this example, our VLAN is 177.

b
c. Under Resources, select the Interface 1.1 (or use interface that allows 802.1q tagging)
d. Select Tagged and click the Add button below it.

e

Select Finished to complete the VLAN creation.

Network » VLANSs : VLAN List »» New VLAN...

General Properties

Name TransitNet-1
Description

Tag 177

Resources

Interface: 1.2 v
Tagging: | Tagged v
[ Add

Interfaces 1.1 (tagged)
| Edit || Delete

Configuration: | Basic v

| Source Check

MTU 1500

sFlow

Polling Interval Default v

Sampling Rate Default v

Cancel || Repeat || Finished



INTEGRATION GUIDE
VMware NSX for vSphere (NSX-V) and F5 BIG-IP
Configure Self IP Addresses

Self IP addresses are logical interfaces that allow the BIG-IP to participate in the networks for which they are configured.

They also are useful for functions such as SNAT to ensure symmetric traffic patterns.

1. On the Main tab of the BIG-IP navigation pane, click Network and then click Self IPs.
2. In the upper right corner of the screen, click the Create button.

Parttion e

92168.14.22

| Cluster Enabled
| siot 3: Active
| standalone

Network » Self IPs

e 2 . SelllPList
; i Statistics
|
iApps
| Pp! ; [Search) [ Create...|
‘;‘ﬂ Wizards ||+ Name | + Appiication | = 1P Adoress | + Netmask | + VLAN / Tunnel | < Traffic Group | +
= No records to display.
| &) oxs Delete
i ) Local Traffic

TQ Traffic Intelligence
|
| (£2%) Accelel
| ) Accel ration
| m Access
i g Device Management

; Ry Shared Objects

£2) Network

Interfaces
Routes
Self IPs

Packet Filters

3. In New Self IP Menus
a. Type a unique name in the Name box. In this example, we used “External-Self-IP” (without double quotes).
b. Inthe IP address box, provide the IP address for the External network, in our example, we used
10.105.176.10.
Provide the appropriate subnet mask in the Netmask box. In this example, we used 255.255.255.0.
For the VLAN/Tunnel, select External from the dropdown box.
Use the default settings (Allow None) for Port Lockdown and Traffic Group.

-~ ® a0

Click the Repeat button to continue

Network » Self IPs »» New Self IP...

Configuration

Name ‘ I External-Self-IP 8]

IP Address ‘ | 10.105.176.10|

Netmask ‘ 255.255.255.0

VLAN / Tunnel \ External v
‘ Port Lockdown ‘ Allow None v

e e
Service Policy ‘ None v

| Cancel || Repeat || Finished |

36



INTEGRATION GUIDE
VMware NSX for vSphere (NSX-V) and F5 BIG-IP

4. In New Self IP Menus
a. Type a unique name in the Name box. In this example, we used “Transit-Self-IP” (without double quotes).

b. Inthe IP address box, provide the IP address for the External network, in our example, we used
172.16.1.2.

Provide the appropriate subnet mask in the Netmask box. In this example, we used 255.255.255.0.
For the VLAN/Tunnel, select TransitNet-1 from the dropdown box.

Use the default settings (Allow None) for Port Lockdown and Traffic Group.

Click the Finished to validate the completed self IP configurations.

Network » Self IPs ;> New Self IP...

-~ 0o a o0

Configuration

Name Transit-Self-IP B

IP Address 172.16.1.2

Netmask 255.255.255.0

VLAN / Tunnel TransitNet-1 v
| Port Lockdown | Allow None v
Tanc o e e o
: Service Policy None v

| cancel || Repeat || Finished |

Network » Self IPs
2 -+ SellIP List

F ||search| | Create... |
|| ¢ Name + Appication | ¢ IP Address |+ Netmask | + VLAN/Tunnel  + Traffic Group ¢ Partition / Path
External-Seli-IP 10.105.176.10 255.255.255.0 External traffic-group-local-only Common
i Transit-Self-IP 172.16.1.2 255.255.255.0 TransitNet-1 traffic-group-local-only Common ‘
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Configure Static Routes

To ensure the BIG-IP can properly forward requests to the application servers within the overlay network and also
communicate with all external networks, static routing is used to provide two discreet paths for traffic. The External
VLAN will be used for web tier application traffic VIPs; TransitNet-1 will be used for application tier VIPs as well as the

source |IP for SNAT traffic.

1. From the Main tab of the BIG-IP Configuration Utility navigation pane, expand Network and select Routes.

2. In the upper right corner of the screen, click the Ad button.

i oy g o N O

| Cluster Enabled
| siot 3: Active
| standalone

Network » Routes
2 .~ Route List

i’_j Statistics
iApps [Ada...|

— = -
\Q Wizards |[¥1| = Name | © Appiication | + Destination | + Netmask | Route Domain  Resource Type | Resource ¢ Parttion / Path

| No records to display.

@ s | Delete.

(3 Local Traffic

(,‘ Traffic Intelligence
é, Acceleration

) Access

S Device Management
. Shared Objects

£2) Network

Interfaces

Self IPs

3. Inthe New Route menus
a. Forthe Name, use the keyword default.
b. The default route for both Destination and Netmask is 0.0.0.0.
c. The Gateway Address is the address of the core router, in our example the core router’s IP address is
10.105.176.1
d. Click Repeat to complete and add the second router

Network » Routes ;; New Route...

Properties
l Name [ defautt 8]
Description
Destination [ 0.0.0.0
Netmask 0.0.00
‘ Resource Use Gateway... v
IGateway Address [IPAddress  v|| 10.105.176.1
i MTU

| Cancel || Repeat || Finished |
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4.

In the New Route menus

a. Forthe Name, in our example we used ServerRoutes.

The Destination is 10.0.0.0.

The Netmask is 255.255.0.0.

The Gateway Address is the address of the core router, in our example the core router’s IP address is
172.16.1.1

e. Click the Finished to validate the created Static Routes.

o o T

Network » Routes ;; New Route...

Properties

Name ServerRoutes ]

Description

Netmask 255.255.0.0

Resource Use Gateway... v

Gateway Address [1P Address v 172.16.1.1]

MTU

I Destination 10.0.0.0

| Cancel || Repeat || Finished |

Network » Routes

#+ ~ Route List

[Add... |
|_7j <+ Name < Application | ¢ Destination < Netmask Route Domain Resource Type | Resource < Partition / Path
[} serverRoutes 10.0.0.0 255.255.0.0 Partition Default Route Domain Gateway 172.16.1.1 Common

default Default IPv4 Partition Default Route Domain Gateway 10.105.176.1 Common

[ Detete.. |
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Application Configuration

Application configuration typically consists of a base configuration of pool members that are contained within the pool
object. The virtual server references the pool to make a load balancing decision among the available pool members.
Additional application delivery functionality such as SSL termination, more flexible load balancing algorithm selection,
and layer 7 data plane programmability via irules can be leveraged but are outside the scope of this validation.

Create Application Pools

In the following examples, we are creating the most basic of pools for our web and app servers to show the minimum
configuration that's required in order for the F5 appliance to load balance the two tiers (web and app). The F5 device will
not be load balancing the DB tier traffic, so we are not creating a pool of the DB servers.

1. On the Main tab, click Local Traffic and then click Pools to display the Pool List screen.
2. In the upper right corner of the screen, click the Create button.
3. Inthe New Pool menus

In the Name field, type a unique name for the web pool. For this validation, we used WebServerPool.
In the Health Monitors section, select an appropriate monitor for your application. In this case, we chose a
gateway_icmp monitor to ensure server health, but much more in-depth health monitoring is available to
determine application availability.

c. Under Resources, select a Load Balancing Method. For basic load balancing in this validation, Round
Robin was used.

d. Under Resources, use the New Members setting to add the IP address and port of the web servers (refer
to Table 5 below). Click the Add button for each pool member.

e. Click Repeat to continue and enter the application tier information,

Name (Optional) Address Service Port
web-01 10.0.1.11 443 (HTTPS)
web-02 10.0.1.12 443 (HTTPS)

Table 5 BIG-IP web tier podl members
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Local Traffic » Pools : Pool List ;» New Pool...

I Name WebServerPool B
Description o N :
—hdNe ___ Avelisble
/Common .~ |iIcommon a
Health Monitors | gateway_icmp s | b
P http_head_15
{==|| nttps
% htips_443 =Y
Resources
Load Balancing Method | Round Robin- v
Priority Group Activation \Disabled v |
® New Node " New FQDN Node
Node Name: L | (Optional)
Address: [ 10.0.1.12 |
Service Port:;r"i}iéri | HTTPS v |
 Add
New Members
Node Name | Address/FQDN | Service Port | Auto Populate | Priority
10.0.1.11 10.01.11 443 0
10.0.1.12 10.0.1.12 443 0
Edit || Delete

| Cancel || Repeat || Finished |
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4. Inthe New Pool menus. (Make sure to remove any members if the repeat button leaves previous data)
a. Inthe Name field, type a unique name for the web pool. For this validation AppServerPool was used.
b. In the Health Monitors section, select an appropriate monitor for your application. In this case, we are
choosing a gateway_icmp monitor to ensure server health, but much more in-depth health monitoring is
available to determine application availability.

c. Inthe Resources section of the screen, select a Load Balancing Method. For basic load balancing in this
validation, Round Robin was used.

d. Inthe Resources section of the screen, use the New Members setting to add the IP address and port of
the web servers (refer to Table 6). Select the Add button for each pool member.

e. Click Finished to complete the pool creation.

Name (Optional) Address Service Port

app-01 10.0.2.11 3443

app-02 10.0.2.12 8443

Table 6 BIG-IP application tier pool members

Local Traffic » Pools : Pool List » New Pool...

Configuration: | Basic v

l Name AppServerPool @
Description
Active Available
| lICommon - /Common a
" teway_icmp << http
Health Monit gateway_| ‘
st hitp_head_f5
[>=]] nttps
https_443 X
Resources
Load Balancing Method \ Round Robin v
Priority Group Activation ‘ Disabled v

| ® New Node ' New FQDN Node ' Node List
| Node Name: (Optional)
Address: | 10.0.1.12 |
Service Port:| 8443 HTTPS v
Add
New Members
| Node Name | Address/FQDN | Service Port | Auto Populate | Priority |
100111 10.0.1.11 8443 0

100112 10.0.1.12 8443 0
Edit || Delete |

.Cancel || Repest || Finished

The completed configuration for the web and application tier pools should look similar to the image below. Note
that the green circles demonstrate that the health monitor, in this case, ICMP, is able to successfully monitor
the servers in the overlay networks.

Local Traffic » Pools : Pool List

¥+ ~ PoolList Stafistics £}

t = RS | Create... |
|[¥]|[~] Status | « Name |+ Description | + Appiication | M |+ Partiion /Path |
Q AppServerPool 2 Commen
Q WebServerPool Common

| ~

| Delete._ |
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Import SSL Certificate

Prior to creating a virtual server for our implementation, a certificate must be imported, and a ClientSSL Profile must be
created to ensure a seamless HTTPS connection to the Web Server. With F5'’s full proxy the backend web server
certificate could be self-signed and the F5 could present a fully validated certificate to the clients (users) allowing a

secure transaction throughout the web call.

As a prerequisite to completing this task you must have a Certificate with a Private Key (Exportable) available to install
this could be in Certificate/Key format or PKCS12 (PFX) format. In our test case, we will be using a public PKCS12
certificate (PFX) wildcard certificate “*.bd.f5.com” that will allow any DNS name in front of bd.f5.com to be accepted as

valid name in a web browser.

1. Onthe Main tab, select System > Traffic Certificate Management - SSL Certificate List
2. In the upper right corner of the screen, click the Import button.
3. Enter the following in the Import SSL Certificate and Keys menu
a. Inthe Import Type field, in our example we select “PKCS 12 (1IS)”
b. In the Certificate and Key Name field, in our example we entered “Wildcard” without quotes
c. Inthe Certificate and Key Source field, select the “Choose File” button
d. Inthe pop out menus browse and select the file, in our example star.bd.f5.com.pfx
e. Inthe password field, enter the password to decrypt the pfx file.
f

Click the Import button

@ Open @l system ,, Certificate Management : Traffic Certificate Management : SSL Certificate
earch BD ard Cert - 2020 P

+ « bdfS.com Certs » BD Wildcard Cert - 2020 v o
Organize v New folder E B )
Fosia N Delh et 1w . SSL Certificate/Key Source
B Deskoy N 3 starbd f5.com.phx 27, £23PM arsonal informet
S # Import Type ‘ PKCS 12 (IIS) v
8 Documents # C New -’ Overwrite Existin
& Pictures Certificate and Key Name g
2 Oropbox # Wildcard
78 {
Firmware Certificate and Key Source ‘ | Choose File | star.bd.f5.com.pfx
< Bloiadilo
Tools | Password
32 Dropbex |
I This PC | Key Security
o OVD Drive (D) CE | Free Space on Disk \ 2835 MB
File name: | 0 | |AlFiles (") v
[ ncel |
= | Cancel || Import |

System » Certificate Management : Traffic Certificate Management : SSL Certificate List

1+ ~ Trafiic Certificate Management v Device Cerfificate Management ~ HSM Management ~

Search Import...|| G

Vw_/ } < Status ;. Name [ + Contents + Key Security ‘ < Common Name < Organization |+ Expiration < Partition
Q Wildcard RSA Certificate & Key . Normal . *.bd.f5.com . F5 Networks Inc . Jun 27, 2020 Common
ca-bundie Certificate Bundie Jan 18, 2020 - Oct 6, 2046 Common
default RSA Certificate & Key Normal localhost localdomain ~ MyCompany Mar 29, 2029 Common
5-ca-bundie RSA Certificate Entrust Root Certificati... Entrust Dec 7, 2030 Common
f5-irule RSA Certificate support.f5.com F5 Networks Jul 18, 2027 Common

VA!cmve, . || View Certificate Order Status. [ Delete OCSP Cache... ] Delete...
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Create ClientSSL Profile

1. Onthe Main tab, select Local Traffic = Profiles > SSL = Client
2. In the upper right corner of the screen, click the Create button.
3. Inthe New Client SSL Profile menus
a. Inthe Name field, type a unique name for the profile, for this validation WildcardSSL was used.
b. In the Certificate Key Chain field, check the custom box and click the Add button
c. Inthe Certificate, Key and Chain pulldown menus, select the previously imported Certificate chain, in
this validation it was named Wildcard. Then click the Add button.
d. Once added, scroll to the bottom and click the finished button.

Local Traffic » Profiles : 55L : Client » New Client SSL Profile...

General Properties

Name | wildcardssL 6]
Parent Profile | clientss| v
Configuration: Basic v Custom
7

Certificate Key Chain

TAcd | Edit || Delete

Add SSL Certificate Key Chain

‘ Certificate Wildcard v
’ Key Wildcard v

‘ Chain [ Wildcard v
‘ Passphrase [

| Add || Cancel

Local Traffic » Profiles : SSL : Client ,» New Client SSL Profile...

General Properties
I Name WildcardSSL ]

Parent Profile clientss! . ‘

v Custom |

Configuration: | Basic

T
/Common/Wildcard /Common/Wildcard /Common/Wildcard - ¢

Certificate Key Chain

Add || Edit |[ Delete |

OCSP Stapling ‘
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Create Application Virtual Servers

In creating a virtual server, you specify a destination IP address and service port on which the BIG-IP appliance is

listening for application traffic to be load balanced to the appropriate application pool members. In this validation, we

have two virtual servers (VIPS) to create: one for the web tier, which will be available to the external network on the
10.105.176.0/24 segment, and the other for the application tier, available on the TransitNet-1 segment (172.16.1.0/24).

1. On the Main tab, select Local Traffic and then click Virtual Servers. The Virtual Server List screen is displayed.

2. In the upper right corner of the screen, click the Create button.

3. Inthe New Virtual Server menus

a. Inthe Name field, provide a unique name for the web application. In this case, we used Web-VIP.
b. In the Destination Address field, enter 10.105.176.5
c. For Service Port use the standard HTTPS port 443.
d

In the Configuration section
. Move WildcardSSL from Available to Selected in the SSL Profile (Client) field.

Il. Move serverssl-insecure-compatible from Available to Selected in the SSL Profile (Server)

field.

Il Select Auto Map from the pull-down menus for the Source Address Translation.

e. Inthe Resources section

. Select the WebServerPool from the Default Pool dropdown box.

Il Typically, a persistence profile would be used in a real-world case but to validate that the

servers are changing (round-robin) we have omitted it currently.

f.  Click Repeat to continue configuring the application tier virtual server

Local Traffic » Virtual Servers : Virtual Server List » New Virtual Server... Configuration: | Basic v

General Properties

Name
Description

Type

Source Address

Destination Address/Mask

Service Port

Notify Status to Virtual Address

State

Resources

IRules

Policies

Defaut Pool

Default Persistence Profile None
Falback Persistence Profile None

Cancel || Repeat | Finished

Web-VIP

Standard v

® Host ' Address List

® Host ' Address List
10.105.176.5

® Port " Port List
443 Select v

v

Enabled v

Enabled Available

ttps_redirect

Up | Down

Enabled Available

+|| [ webServerPool v

v

Protocol

Protocol Profile (Client)
Protocol Profile (Server)
HTTP Profile (Client)

HTTP Profile (Server)
HTTP Proxy Connect Profile
FTP Profile

RTSP Profile

SSL Profile (Client)

SSL Profile (Server)

SMTPS Profile

POP3 Profile

Client LDAP Profile
Server LDAP Profile
Service Profile

SMTP Profile

VLAN and Tunnel Traffic

Source Address Translation

/Common

TCP v

tep v
(Use Client Profile) v
None v

(Use Client Profile) v
None v
None v
None v
Selected
WildcardSSL <<

>>

Selected

/Common

serverssl-insecure-compatible

None v

None v

None v

None v

None

None v

All VLANs and Tunnels v

Auto Map v

Available

/Common

clientssl
clientssl-insecure-compatible
clientssl-secure
crypto-server-default-clientssl v

Available
crypto-client-default-serverss|
<< pcoip-default-serverssi
serverssi
>> splitsession-default-serverss|
wom-default-serverssl
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4. Inthe New Virtual Server menus
a. Inthe Name field, provide a unique name for the web application. In this case, we used App-VIP.
b. In the Destination Address field, enter 172.16.1.5
c. For Service Port use the standard HTTPS port 8443.
d

In the Configuration section

. Move WildcardSSL from Available to Selected in the SSL Profile (Client) field.

Il Move serverssl-insecure-compatible from Available to Selected in the SSL Profile (Server)

field.

Il Select Auto Map from the pull-down menus for the Source Address Translation.

e. Inthe Resources section
. Select the AppServerPool from the Default Pool dropdown box.

Il Typically, a persistence profile would be used in a real-world case but to validate that the

servers are changing (round-robin) we have omitted it currently.

f.  Click Finished to continue configuring the application tier virtual server

Local Traffic » Virtual Servers : Virtual Server List »

New Virtual Server..

Configuration: | Basic

v

| Protocol TCP 2
General Properties Protocol Profile (Client) | tep v
| |
I Name App-VIP Protocol Profile (Server) | | (Use Client Profile) ¥
Description HTTP Profile (Client) | None v
Type Standard v | HTTP Profile (Server) (Use Client Profile) v
® Host ) Address List | HTTP Proxy Connect Profile None v
Source Address |
FTP Profile None v
® Host'' Address List RTSP Profile None v
Destination AddressMask -
{15 Selected Available
/Common - /Common
® Port " Port List
Service Port SSL Profile (Client) WildcardSSL << clientss!
8443 Select v clientssl-insecure-compatible
>>| | clientssl-secure
Notify Status to Virtual Address ) crypto-server-default-clientssl v
State Enabled v | Selected Available
ICommon crypto-client-defauit-serverssl
% default |
Resources SSL Profile (Server) £S5 P
serverss|
Enabied < Furnite. > splitsession-default-serverss|
ommon
APM_ExchangeSupport_OA_BasicAuth WolTEOatak carveessl
Rul APM_ExchangeSupport_OA_NtimAuth
e APM_ExchangeSupport_helger SMITPS Profile None v
sys_APM_ExchangeSupport_main - Ml
Up | [Down| | POP3 Profile None v
Enabled Avaiiavie Client LDAP Profile None v
Poicies Server LDAP Profile None v
Service Profile | [None v
Deta Foo) )| (AppServerPool v SMTP Profile | (None v
Default Persistence Profile None |
VLAN and Tunnel Traffic All VLANs and Tunnels v
Falback Persistence Profile None |

Cancel || Repeat || Finished

The virtual server list ought to look similar to the one shown below. The green status icons indicate that all systems are

Source Address Translation

[Auto Map v

go with the validation application. The virtual servers and the associated pools are reachable and healthy.

Local Traffic » Virtual Servers : Virtual Server List

Virtual Address List

Virtual Server List

£ o 20

2 Search

[v]|[+] Status ic Name
o) App-VIP
@  WebviP

Statistics

172.16.15

8443

10.105.176.5 443 (HTTPS)

Standard Edit
Standard Edit

Crea

s Description } + Application i < Destination s Service Port ‘ < Type ‘ Resources + Partition / Path ‘

Common

Common ‘

|.Enable || Disable || Delete... |
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Validation

The web tier virtual server should now be available and accepting application traffic on port 443 (HTTPS).

On the Main tab, expand Local Traffic and then click Network Map to display the overall health of the applications and

their associated resources. Due to also this traffic being HTTPS rather than HTTP we created a DNS A record using

the FQDN of NSXWebApp.bd.f5.com to allow our wildcard certificate to be validated when connecting to the site.

5

Apr 5, 2019 10:(

Partition: Common

Common

@ App-VIP

@® AppServerPool
@ 10.0.2.11:8443
@ 100.212:8443

NSX-V-OVSDB.bd.f5.com

PDT)

Sort by: Status Filter

Last Update: Apr 5, 2019 10:0

@ Web-VvIP

NSXWebApp Properties 7 X

Host () Security

Host uses parent domain i Ieft blank):

|

Fully quaified domain name (FGDN):
‘NSK‘NehApD bd f5.com ‘

IP address:
‘mmsws.s ‘

Update associated pointer (PTR) record
[] Delete this record when & becomes stale

[

Record time stamp

Time to live (TTL) a0 0 (DDDDD:HH.MM.55)

Cancel

Any web browser can be used to test by typing https://NSXWebApp.bd.f5.com/cgi-bin/app.py to send a request to the

virtual server. Our 3-tier application will appear and show data within the database validating that the connection works,

to further validate which application server you can refresh the page and see the AppServer changes. To further

validate which Web server is being used we run a curl command “curl -kv “https://nsxwebapp.bd.f5.com” in the web

server we injected a header in the web server configuration (not shown in this guide) called X-Upstream-Server to show

which web server was being accessed.

< C

@ https://nsxwebapp.bd.f5.com/cg

Customer Database Access

Accessed via: F5-VIP

AppServer is: app-01

Name Filter (blank for all records) Apply
Rank Name Universe Revenue
1 CHOAM Dune $1.7 trillion
2 Acme Corp. Looney Tunes $348.7 billion
3 Sirius Cybernetics Corp. Hitchhiker's Guide $327.2 billion
4 Buy n Large Wall-E $291.8 billion
5 Aperture Science, Inc. Valve $163.4 billion

< Cc a

https://nsxwebapp.bd.f5.com/cgi-t

Customer Database Access

Accessed via: F5-VIP

AppServer 1s: app-02

Name Filter (blank for all records) Apply
Rank Name Universe Revenue
1 CHOAM Dune $1.7 trillion
2 Acme Corp. Looney Tunes $348.7 billion
3 Sirius Cybernetics Corp. Hitchhiker's Guide $327.2 billion
4 BuynLarge Wall-E $291.8 billion
5 Aperture Seience, Inc. Valve $163 4 billion

This concludes the validation of the Adjacent to NSX Edge Using VXLAN Overlays with BIG-IP deployment scenario.
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Topology 2: Parallel to DLR Using VLANS with
BIG-IP

App-VIP=10.0.1.5 ( & )

Web-VIP=10.105.176.5 (Web-01 & Web-02)
Note: Web-VIP and App-VIP requires SNAT

External
10.105.176.0/24

VLAN

F5 BIG-IP

NSX HA in Active/Standby

Distributed Logical Router

WebTier QF; 802.1q

10.0.1.0/24

DBTier
10.0.3.0/24

Rl || ‘
L |

‘

b T
\

1T
_ 3
mn EY
/\ /
@l - -0
A1 12

Figure 5 BIG-IP appllance parallel to NSX Distributed Logical Router

The second deployment scenario also utilizes a topology with a second data path for application delivery traffic. BIG-IP’s
are arranged logically parallel to the Distributed Logical Router (DLR). There is no requirement in this scenario for an
NSX Edge Services Gateway.

The BIG-IP has 802.1Q tagged interfaces directly into the web and application tiers. This allows application-specific
optimizations and load balancing decisions to take place, and the BIG-IP appliance will let the layer 2 network determine
the optimal path between the BIG-IP appliance and the application servers. It is also a key enforcement point for
application-specific security policies to be built from layer 4 through layer 7 outside the flow and policy enforcement for
traditional east-west traffic. Since the BIG-IP appliance is directly connected to the application networks, address space
for application VIPs and SNATS for inter-tier load balancing can be utilized from those individual networks and do not

need to traverse a transit network.
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External
P p P N1/
PN TN T\ TN
. @ @ @
1\ 4 I\ 42
L2 Fabric
802.1q

NSX-DLR

NSX-DLR

J

Y
Compute Racks Edge Racks

Figure 6 Leaf/spine physical rack infrastructure

The topology in this deployment scenario still isolates infrastructure vs compute racks however in this case the Edge
services are not being used. The placement of the BIG-IP appliances (physical or virtual) should provide an optimal
layer 2 path for application traffic. The DLR instances provide an optimal east-west path between tiers and to external
networks.
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Traffic Flows

North-South Traffic - Logical Traffic Flows as Follows
1. From Client (External) to BIG-IP WebTier VIP (Web-VIP)
2. From BIG-IP Appliance to WebTier Servers
3. From WebTier Servers to BIG-IP AppTier VIP (App-VIP)
4. From BIG-IP Appliance to AppTier Servers

5. From AppTier Servers to DLR to DB-Tier Servers

Web-VIP=10.105.176.5 (Web-01 & Web-02) o Client => Web-VIP
App-VIP=10.0.1.5 ( & )
Note: Web-VIP and App-VIP requires SNAT

External
10.105.176.0/24

F5 BIG-IP

NSX HA in Active/Standby

Distributed Logical Router

WebTier
10.0.1.0/24

DBTier
10.0.3.0/24

dgw=.1

_1 [Aop-01] (App-02
dgw_l1
A1 a2

Figure 7 North-South Logical Traffic Flow “Parallel to DLR” with BIG-1P Appliances

A1 12

VLAN
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Implementation Infrastructure

In the validation environment, the same ESXi clusters are in use as in the previous topology.

For the purposes of explaining and building the validation infrastructure, we will be using two of the clusters listed in
Figure 8: the Clusterl-VDC (Edge Rack) and Cluster3-Compute-NSX (Compute Rack). While this is a smaller
representation of a typical data center deployment, the hardware is segregated in a manner consistent with that shown
in Figure 6.

vm vSphere Client

fh vCloud-VDC

Summary Monito Configure Permissions Hosts & Clusters VMs Datastores Networks Updates

Figure 8 vSphere Console

In accordance with best practices, edge and compute ESXi hosts are physically and logically separated from one
another. BIG-IP’s are installed in dedicated edge racks, along with vCenter, NSX manager, and the NSX Distributed
Logical Router, which also will be installed in the edge racks.

The virtual machines used as Web (Web), Application (App), and Database (DB) servers will be running on ESXi hosts

in the compute cluster.
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Prerequisites

Referencing the diagram in Figure 5, the BIG-IP requires connectivity to at minimum two of its interfaces. One interface

is used for management of the device and the other is used for all production traffic. The VLAN numbers and the IP

addressing scheme can be tailored to your environment.

The BIG-IP will need to be installed and connected (physically or virtually) to the infrastructure rack which is
connected to L2 Fabric (802.1q). Each BIG-IP management interface will need to be connected and configured
with an IP address in the management segment.

The BIG-IP interface 1.1 will need to be connected to a switch port either in ESXi (trunked port group) or on the
edge rack top-of-rack switch that 802.1Q tags the VLANSs used in this environment. In the example, VLANs
102, 176, 177, 178 and 179 are used.

Physical network infrastructure switches connected to the ESXi servers and BIG-IP appliances (if not virtual)
are configured to support 802.1Q tagging and allow the appropriate VLANS.

ESXi hosts will need to be configured with the appropriate distributed port groups and virtual switches.

NS Port Group Name 802.1Q VLAN ID
External DVS-VLAN-176-External 176
Internal DVS-VLAN-102 102
WebTier DVS-VLAN-177-WebTier 177
AppTier DVS-VLAN-178-AppTier 178
DBTier DVS-VLAN-179-DBTier 179

Table 7 VLAN tags for configuration on distributed virtual switch and physical switches
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Network Segments

Traditional 802.1Q VLAN network segments are utilized in this topology.

802.1Q VLAN segments

e VLAN 176 (External) is the VLAN used for external connectivity. The 10.105.176.0/24 IP subnet range is
configured on this VLAN.

VLAN 102 (Internal) (not shown) is for management connectivity. The 192.168.14.0/24 IP subnet range is
configured on this VLAN

VLAN 177 WebTier is the VLAN ID used for the blue web connectivity. The 10.0.1.0/24 IP subnet range is
configured on this VLAN.

) is the VLAN ID used for the yellow app connectivity. The 10.0.2.0/24 IP subnet range is
configured on this VLAN.

VLAN 179 DBTier is the VLAN ID used for the green DB connectivity. The 10.0.3.0/24 IP subnet range is
configured on this VLAN.

vm vSphere Client Menu v O\ Search in al
B [

2

Bk

=

Figure 9 vSphere Client (HTML5) Console & Core Switch VLAN Gateways and IP Route for 10.0.0.0 segment

Port groups are created in vSphere that are tagged with the VLANs 102, 176-179. A DV uplink that is 802.1Q tagging
with VLANs 0-4094 connected to the top-of-rack switches. Note in the Core Switch configurations that VLAN 177-179
have no gateway IP addresses associated to ensure the NSX DLR does that work. Also on the core switch a static
route was put in to let traffic know that the DLR is the Gateway for the 10.0.0.0/22 network segment we created for
(Web/App/DB)

The top-of-rack switches must have at least these four VLANSs tagged up to the L2 Fabric (802.1q)
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Create and Deploy DLR

Within VMWare NSX, the Distributed Logical Router (DLR) provides an optimized way of handling east-west traffic
within the data center. East-west traffic consists of communication between virtual machines or other resources on

different subnets within a data center.
(Note that DLR and LDR—Logical (Distributed) Router—are used synonymously by VMware.)

1. Inthe vSphere Client console, begin by navigating to Networking & Security in the “Menu” selection. Under
Networking and Security, choose NSX Edges and then click (+ Add) hyperlink - Click on “Distributed Logical

Router”

vm vSphere Client

Networking and Security

&R Dashboard NSX Edges
&8 Instaliation and Upgrade
¥ Installation and Upgrade NSX Manager: L§ e
Total Edges: 3
v Security ADD
& service Composer
y e N Fdae Se ces Gatewa e
M Firewa c S ces Ge y
Distributed Logical Router
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2.

Provide a name for the device, then click next.

New Distributed

Logical Router

1 Basic Details

Basic Details

Distributed logical router provides Distributed Routing and Bridging capabilities

Name
Host Name
Tenant

Description

Select Deployment Options

Deploy Control VMs

[ High Availability

Topo20LR 2]

CANCEL NEXT

Under Settings, select the slider to enable SSH access and provide a username and password for the

Distributed Logical Router. Click Next. Enabling SSH is for troubleshooting and tcpdump capabilities, if you do

not want these features leave SSH disabled.

New Distributed

Logical Router

1 Basic Details

2 Settings

Settings

CLI credentials will be set on the Edge Appliance VM(s). These credentials can be used to login to the read
only command line interface of the appliance.

User Name

Password *

Confirm Password *

SSH access

FIPS Mode

Edge control level logging

admin
@ Ty
®
Enabied @D
Disabled (P
Info

CANCEL BACK NEXT
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4. Under Configure deployment, select the Datacenter and Appliance Size appropriate for your deployment. Then
click on the plus symbol (+) to Add Edge Appliance VM.

New Distributed Deployment Configuration X
Logical Router

Datacenter * vCloud-VDC ~
1 Basic Details
Control VM(s) *

2 Settings

3 Deployment Configuration

_I_

Add Edge Appliance VM

Management/ HA Interface
This is a mandatory special-purpose interface that requires network connectivity and is configured separately from other interfaces in
the Logical Router

Connected To * O]

IP Address

CANCEL BACK

5. Selecting plus symbol will display the options in the screenshot below. Choose the appropriate
Cluster/resource pool and datastore (for this example, the Clusterl-VDC and the QNAP-AllFlash datastore).
The host and folder selection are optional. Click Add to complete.

Add Edge Appliance VM X

Specify placement parameters for the Edge Appliance VM.

Datacenter * vCloud-vDC
Cluster/Resource Pool * Cluster1-VDC

Datastore * QMAP-AlIFlash

Host

Folder

Resource Reservation System Managed ~ @
cPuU 1000 MHz

Memory 512 MB
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6. Click the Edit icon in the “Connected To” section of the Management/HA Interface

New Distributed Deployment Configuration X
Logical Router

Datacenter * vCloud-VDC
1 Basic Details
Control VM(s) *

2 Settings

&
3 Deployment Configuration
Cluster/Resource Pool Cluster-vDC
Host - |
Datastore CGNAP-AlFlash
Folder
Add Edge Appliance VM
cPU 1000 MHz
Memory 512 MB
Management/ HA Interface
This is a mandatory special-purpose interface that requires network connectivity and is configured separately from other interfaces in
the Logical Router
Connected To * ®p
IP Acldress Eg 213

CANCEL BACK

7. Select an appropriate Management Network (Distributed Virtual Port Group) to manage the DLR then Click OK

¢ Back Select Network X

Logical Switch Distributed Virtual Port Group

Name

& ESX-Management-Tagged
& ESX-Storage

£, DVS-VLAN-080

&, DVS-VLAN-102

& ESX-Trunk-Prom

& ESX-NSX

& DVS-VLAN-176

& ESX-Management-Untagged
& ESX-Trunk

2 ESX-VSAN

Type

Distributed Virtual Port Group
Distributed Virtual Port Group
Distributed Virtual Port Group
Distributed Virtual Port Group
Distributed Virtual Port Group
Distributed Virtual Port Group
Distributed Virtual Port Group
Distributed Virtual Port Group
Distributed Virtual Port Group

Distributed Virtual Port Group ¥

1-30 of 30 items
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8. Fill out the IP/Subnet Field for the Management IP of the DLR then Click Next

New Distributed Deployment Configuration
Logical Router

Datacenter * vCloud-VDC v
1 Basic Details

Control VM(s) *

2 Settings B
3 Deployment Configuration
Cluster/Resource Pool Clusterl-VDC
Host - |
Datastore GNAP-AlIFlash
Folder - R
Add Edge Appliance VM
CcPU 1000 MHz
Memory 512 MB

Management/ HA Interface

This is a mandatory special-purpose interface that requires network connectivity and is configured separately from other interfaces in
the Logical Router.

Connected To * DWS-VLAN-102 £

IP Address 192.168.14.128{24

CANCEL BACK NEXT

9. In the Configure interfaces dialog box, select the (+ Add) hyperlink to display the Add NSX DLR Interface
dialog box.

New Distributed Configure Interfaces X
Logical Router
Configure interfaces of this distributed logical router

) ) + ADD
1 Basic Details
Name Type IP Address Connected To
2 Settings
3 Deployment Configuration
4 Interface
\]:
1

0 items

CANCEL BACK NEXT
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10. Provide a name and click the edit icon next to the “Connected To” field

¢ sack  Configure Interfaces X
Name * External| m|m

Type ) Internal @) Uplink

Connected To ® &

Connectivity Status Disconnected C’

Configure Subnets

-+ ADD

| | = Primary IP Address Subnet Prefix Length

1 Q items

MTU 1500

CANCEL

11. For the External network, click on the Distributed Virtual Port Group tab and then selecting the correct VLAN
associated to the External Network. Click OK.

{Back Select Network

Logical Switch Distributed Virtual Port Group

O.external

Name Type

o &, DVS-VLAN-176-External Distributed Virtual Port Group
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12. Once the network is chosen, select the (+ Add) hyperlink under Configure subnets.

& 2k Configure Interfaces X
Name * External |

Type () Internal ° Uplink

Connected To * DVS-VLAN-176-External 2 i

Connectivity Status connected @D

Configure Subnets

+ ADD

(7] | Primary IP Address Subnet Prefix Length

1 @ items

MTU 1500

13. In the Configure Subnet dialog box, enter the appropriate IP address and Subnet prefix length, and click OK.

¢ Back Configure Interfaces X
Mame ~ External [2=]

Type () internal @ Uplink

Connected To * DVS-VLAN-176-External 2

Connectivity Status Connected ()

Configure Subnets

+ ADD

] Primary IP Address Subnet Prefix Length

U [1o105176.2 24

] 1items

MTU 1500
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14. This will bring you back to the Configure interfaces dialog box. For each of the four interfaces required for this
deployment scenario, add and configure the appropriate subnets and switch type, according to the table below
and look like the final picture below with your datacenter information. Click Next to continue.

Network Name [Type Network Type IP Address Connected To

External Uplink  |Distributed Virtual Port Group  |10.105.176.2/24  |DVS-VLAN-176-External
WebTier Internal |Distributed Virtual Port Group  (10.0.1.1/24 DVS-VLAN-177-WebTier
AppTier Internal |Distributed Virtual Port Group  [10.0.2.1/24 DVS-VLAN-178-AppTier
DBTier Internal |Distributed Virtual Port Group  [10.0.3.1/24 DVS-VLAN-179-DBTier

Table 8 NSX distributed logical router network interfaces

New Distributed Configure Interfaces X

Logical Router
Configure interfaces of this distributed logical router.

) ) + aDD
1 Basic Details
Name Type IP Address Connected To
2 Settings
External Uplink 10.105.176.2/24 DVS-VLAN-176-External
3 Deployment Configuration () WebTier Internal 10.0.1.1/24 DVS-VLAN-177-WebTier
AppTier Internal 10.0.2.1/2 DVS-VLAN-178-AppTier
4 Interface
DBTier Internal 10.0.2.1/24 DVS-VLAN-179-DBTier

] 4 items

CANCEL BACK m



INTEGRATION GUIDE
VMware NSX for vSphere (NSX-V) and F5 BIG-IP

15. Once the interface settings are completed, the next step is to configure the default gateway settings. The
default gateway for the DLR is the data center core router that we configured in the previous section for the
external network

For the vNIC select External and provide the Gateway IP address of the External Network.
In this example, it is 10.105.176.1 Click Next to proceed.

New Distributed Default Gateway X
Logical Router
Configure Default Gateway Enabled (D
1 Basic Details
. External -
2 Settings VNIC L]
Gateway IP 10.105.176.1, Mm
3 Deployment Configuration Admin Distance 1
4 Interface
5 Default Gateway

CANCEL BACK NEXT

18. Review and click finish to complete the deployment of the NSX Distributed Logical Router.

New Distributed Review X
Logical Router
~ Details N
1 Basic Details Name Topo2DLR
Tenant
2 Settings HA Disabled
~ Management/ HA Interface
3 Deployment Configuration
Connected To DVS-VLAN-102
4 Interface IP Address
~ Control VMs
5 Default Gateway
iR Cluster/Resource Pool Cluster1-vDC
Host
Datastore QNAP-AlIFIash
Folder
cPU 1000 MHz
Memory 512 MB
Interfaces

CANCEL BACK m
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19. After the Creation of the DLR and the logical switches within vSphere, attach the Virtual Machines for each tier

to their logical switches for network traffic. (This is an example of one of our AppTier VM’s attached to the

AppTier Logical Switch.

- . N
» Bl Cluster3-Compt G Actions - app-01
Q sjc-bd-esx-0

FPower
O sic-bd-esx-0 Guest 0S
» 36 Multi-Tier-Ta Snapshots
» 58 Multi-Tier-Ta [ Open Console
» 3 Multi-Tier-To
Migrate...
v A Multi-Tier-Tg & Migrate

Clone
g app-01
Tempiate

(. app-02
EDUD'W Fault Tolerance
G web-01 VM Palicies
i, web-02
&1 photon-mast Compatibility
{F RHCOS_ten Export System Logs...

4 @ Cluster4-Compt By Edit Resource Settings...
» EJ Clusterx-Rebuil

(f app-01 - Edit Settings

(\virual Hardware [ vM Options [ SDRS Rules | vApp Options |

» | cPU - @
» R Memory - -
» 3 Hard disk 1 16 E(ee |+

3 SCSI controller 0 VMware Paravirtual

» [l Network adapter 1 | waw-dvs-32-virtualwire-20-sid-5002-A | - [ Connected

+ (@ CD/DVD drive 1 w-dvs-32-virtualwire-20-sid-5002-AppTier (vCloud-DVS)

= p— vCloud-DVS
3 o rive
e Show more networks

+ [ Video card -
b 3 VMCI device
» Other Devices

» Upgrade [[] Schedule VM Compatibility Upgrade.

New device: | - Select ‘v}

Compatibility: ESXi 6.0 and later (VM version 11) OK

Cancel
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BIG-IP Configuration

The validation of this topology is currently configured on a single device. The base network configuration consists of
configuring the VLANSs and assigning them to an interface as well as creating the appropriate self IP addresses for each
of the network segments. For production deployments, F5 recommends that two BIG-IP devices be configured in an HA
configuration.

Prerequisites

e The BIG-IP is configured with a management IP address in the proper subnet.
e Licenses have been applied and activated.

e Appropriate provisioning of resources is complete.

e  Base configuration of services DNS, NTP, SYSLOG are configured.

e BIG-IP Interface 1.1 or an available interface that is connected to a physical or virtual switch (trunk) configured
to support 802.1Q tagging of traffic. In our specific use case we use VLANs 176-179.

For info on how to perform these installation and basic setup steps, refer to http://support.f5.com and consult
the appropriate implementation guide for your version and device.
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Create VLANSs
1. From the Main tab of the BIG-IP Configuration Utility navigation pane, expand Network and select VLANSs.
2. Inthe upper right corner, click Create.
| Cluster Enabled
| siot 1: Active
Network » VLANSs : VLAN List
if_’fj Statistics. 2~ VLANList VLAN
@ oe | [searchl [Reset Search) | Create... |
@ Wizards V|| 4 Name |  Application | < Tag | = Customer Tag | Untagged Interfaces | Tagged Interfaces | < Parttion / Path |
| No records to display.
@ D Doen]
() Local Traffic
T Traffic Inteligence
(7% Acceleration
) Access
5 Device Management
‘ Shared Objects.
£ Network
Routes
Self IPs
Packet Filters
Trunks
Tunnels
Route Domains
3. Inthe New VLAN menus.

a. Under General Properties, enter a unique name for the VLAN. In this example, we used External.
In the Tag field, enter the External VLAN ID in this example, our VLAN is 176.
Under Resources, for Interface, select 1.1 (or use interface that allows 802.1q tagging)

Select Tagged and then click the Add button below it.

® 2o o

Select Repeat to continue.

Network » VLANS:VLAN List > New VLAN

‘General Properties
Name | External 6]
Description I
Tag 176
Resources
Interface:| 1.2 |+
Tagging: | Tagged |«
Interfaces 11 (tagged)
i D
C il Basic ~
‘ource Check O
MTU 1500
sFlow
Polling Interval Default |+
‘Sampling Rate Default  «
| Cancel || Repeat || Finished
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4. Inthe New VLAN Menus

a. Under General Properties, enter a uniqgue name for the VLAN. In this example, we used WebTier.
b. Forthe Tag, enter the WebTier VLAN ID in this example, our VLAN is 177.

c. Under Resources, select the Interface 1.1 (or use interface that allows 802.1q tagging)

d. Select Tagged and click the Add button below it.

e. Select Repeat and return to step (a) for VLAN 178 AppTier to complete the VLAN creation.

Click Finished to proceed.

f.  Validate the VLAN configuration against the image below.

Network » VLANSs : VLAN List » New VLAN...

General Properties

Name: WebTier
Description
Tag 177
Resources
Interface: | 1.2 |
Tagging: | Tagged 4|
‘ Add '
Iniorianen 1.1 (tagged)
Edit Delete
C . | Basic E]
g
Source Check (m}
MTU 1500
sFlow
Palling Interval | Default $
Sampling Rate | Default %

Cancel Repeat | Finished

Network » VLANSs : VLAN List

1% ~ | VLAN List VLAN Groups
—
Search| | Create...

(V|| + Name |+ Application | 4 Tag | + Customer Tag | Untagged Interfaces | Tagged Interfaces | = Partiion  Path |

External 176 111 Commeon

WebTier 177 111 Commen

AppTier 178 1.1 Common
Delete..
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Configure Self IP Addresses

Self IP addresses are logical interfaces that allow the BIG-IP to participate in the networks for which they are configured.

They also are useful for functions such as SNAT to ensure symmetric traffic patterns.

1. On the Main tab of the BIG-IP navigation pane, click Network and then click Self IPs.
2. In the upper right corner of the screen, click the Create button.

atton TN TGN

Network » Self IPs

||k statistics #3 -~ SellIP List
|
| =,
%1 iApps
b g (Searcn [ Creste..|
‘J Wizards (]| + Name | + Application | + (P Address | + Netmask | ¢ VLAN / Tunnel | < Traffc Group | Partiion / Path |
= | No records to dispiay.
| ) ons | Delete... |
i () Local Traffic

'/I,; Traffic Intelligence
|
(%) Accelerati
() hcmion
| B Access
i@ Device Management

Ry Shared Objects
|

52 Network

Interfaces
Routes
Self IPs

Packet Filters

3. In New Self IP Menus

a. Type a unique name in the Name box. In this example, we used “External-Self-IP” (without double

quotes).

b. Inthe IP address box, provide the IP address for the External network, in our example, we used
10.105.176.10.
Provide the appropriate subnet mask in the Netmask box. In this example, we used 255.255.255.0.
For the VLAN/Tunnel, select External from the dropdown box.
Use the default settings (Allow None) for Port Lockdown and Traffic Group.

-~ o a0

Click the Repeat button to continue

Network » Self IPs » New Self IP..

Configuration - B

Name | External-self-IP ®
IP Address [ 10.105.176.10) ‘
Netmask 255.255.255.0
VLAN / Tunnel External v

Port Lockdown Allow None v

e e

Service Policy } None v

Cancel || Repeat || Finished |
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4.

In New Self IP Menus

a. Type a unique name in the Name box. In this example, we used “Web-Self-IP” (without double

quotes).

b. Inthe IP address box, provide the IP address for the WebTier network, in our example, we used
10.0.1.2
Provide the appropriate subnet mask in the Netmask box. In this example, we used 255.255.255.0.

-~ ® o 0

Finished to proceed.

g. Validate the VLAN configuration against the image below.

Network » Self IPs » New Self IP...

Configuration

Name

IP Address
Netmask
VLAN / Tunnel

Port Lockdown

Traffic Group

Service Policy

Web-Self-IP
10.0.1.2
255.255.255.0
17\}\’726.-“.@7]’ v |

Allow None

None v

| Cancel || Repeat || Finished |

Network » Self IPs

2 - SelfIP List

v

|| Inherit traffic group from current partition / path
traffic-group-local-only (non-fioating) v

< Netmask < VLAN / Tunnel | = Traffic Group

255.2565.255.0 WebTier
255.2565.255.0 AppTier

10.105,176.10 255.255.255.0 External

I || Search|
|v| ! < Name < Application i‘ IP Address
Web-Self-IP 10.0.1.2
App-Self-IP 10.0.2.2
External-Self-IP

| Delete... |

For the VLAN/Tunnel, select WebTier from the dropdown box.
Use the default settings (Allow None) for Port Lockdown and Traffic Group.
Select Repeat and return to step (a) for the “App-Self-IP” to complete the Self IP Creation then click

| Create... |

traffic-group-local-only Commen
traffic-group-local-only Common

traffic-group-local-only Common

= Partition / Path
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Configure Static Routes

To ensure the BIG-IP can properly forward requests to all of the VIPs and application servers, static routing is used to

provide a discreet path for traffic.

1. From the Main tab of the BIG-IP Configuration Utility navigation pane, expand Network and select Routes.
2. Inthe upper right corner of the screen, click the Ad button.

]

| Cluster Enabled
| siot 3: Active
|l standalone

+ Route List

/vy statistics
iApps e
@ pp: [Add...|
@\mums “i“gN“ ‘gwmﬁmm‘;NmmsklRMeDmnan\RmurmTym‘Resoumej:animlm‘
| No records to dispiay. |
@ DNS [ Delete.
() Local Traffic

(2 Traffic Intelligence
(7%) Acceleration

[ Access

£ Device Management

. Shared Objects

£2) Network

Interfaces
Roules ®
Self IPs

3. Inthe New Route menus
a. Forthe Name, use the keyword default.
b. The default route for both Destination and Netmask is 0.0.0.0.
c. The Gateway Address is the address of the core router, in our example the core router’s IP address is
10.105.176.1
d. Click Finished to complete.

Network » Routes ; New Route...

Properties .
Name | defautt @
Description
Destination [0.000] |
Netmask 0.0.0.0
Resource Use Gateway... v
Gateway Address [IPAddress v 10.105.176.1
MTU
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Application Configuration

Application configuration typically consists of a base configuration of pool members that are contained within the pool
object. The virtual server references the pool to make a load balancing decision among the available pool members.
Additional application delivery functionality such as SSL termination, more flexible load balancing algorithm selection,
and layer 7 data plane programmability via irules can be leveraged but are outside the scope of this validation.

Create Application Pools

In the following examples, we are creating the most basic of pools for our web and app servers to show the minimum
configuration that's required in order for the F5 appliance to load balance the two tiers (web and app). The F5 device will
not be load balancing the DB tier traffic, so we are not creating a pool of the DB servers.

1. On the Main tab, click Local Traffic and then click Pools to display the Pool List screen.
2. In the upper right corner of the screen, click the Create button.
3. Inthe New Pool menus

In the Name field, type a unique name for the web pool. For this validation, we used WebServerPool.
In the Health Monitors section, select an appropriate monitor for your application. In this case, we chose a
gateway_icmp monitor to ensure server health, but much more in-depth health monitoring is available to
determine application availability.

c. Under Resources, select a Load Balancing Method. For basic load balancing in this validation, Round
Robin was used.

d. Under Resources, use the New Members setting to add the IP address and port of the web servers (refer
to Table 9 below). Click the Add button for each pool member.

e. Click Repeat to continue and enter the application tier information,

Name (Optional) Address Service Port
web-01 10.0.1.11 443 (HTTPS)
web-02 10.0.1.12 443 (HTTPS)

Table 9 BIG-IP web tier podl members

70



INTEGRATION GUIDE

VMware NSX for vSphere (NSX-V) and F5 BIG-IP

Local Traffic » Pools : Pool List ;» New Pool...

I Name WebServerPool B
Description o N :
—hdNe ___ Avelisble
/Common .~ |iIcommon a
Health Monitors | gateway_icmp s | b
P http_head_15
{==|| nttps
% htips_443 =Y
Resources
Load Balancing Method | Round Robin- v
Priority Group Activation \Disabled v |
® New Node " New FQDN Node
Node Name: L | (Optional)
Address: [ 10.0.1.12 |
Service Port:;r"i}iéri | HTTPS v |
 Add
New Members
Node Name | Address/FQDN | Service Port | Auto Populate | Priority
10.0.1.11 10.01.11 443 0
10.0.1.12 10.0.1.12 443 0
Edit || Delete

| Cancel || Repeat || Finished |
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4. Inthe New Pool menus. (Make sure to remove any members if the repeat button leaves previous data)
a. Inthe Name field, type a unique name for the app pool. For this validation AppServerPool was used.
b. Inthe Health Monitors section select an appropriate monitor for your application. In this case, we are
choosing a gateway_icmp monitor to ensure server health, but much more in-depth health monitoring is
available to determine application availability.

c. Inthe Resources section of the screen select a Load Balancing Method. For basic load balancing in this
validation, Round Robin was used.

d. Inthe Resources section of the screen, use the New Members setting to add the IP address and port of
the web servers (refer to Table 10). Select the Add button for each pool member.

e. Click Finished to complete the pool creation.

Name (Optional) Address Service Port

app-01 10.0.2.11 3443

app-02 10.0.2.12 8443

Table 10 BIG-IP applicatioh tier pool members

Local Traffic » Pools : Pool List » New Pool...

Configuration: | Basic v

l Name AppServerPool @
Description
Active Available
| /ICommon - /Common a
. gateway_icmp [<< nttp
Health Monitors htip_head_{5
[==]| nttps
hitps_443 2.4
Resources
Load Balancing Method \ Round Robin v
Priority Group Activation ‘ Disabled v

| ® New Node ' New FQDN Node ' Node List
| Node Name: (Optional)
Address: | 10.0.1.12 |
Service Port:| 8443 HTTPS v
Add
New Members
| Node Name | Address/FQDN | Service Port | Auto Populate | Priority |
100111 10.0.1.11 8443 0

100112 10.0.1.12 8443 0
Edit || Delete |

.Cancel || Repest || Finished

The completed configuration for the web and application tier pools should look similar to the image below. Note
that the green circles demonstrate that the health monitor, in this case, ICMP, is able to successfully monitor
the servers in the overlay networks.

Local Traffic » Pools : Pool List

¥+ ~ PoolList Stafistics £}

t = RS | Create... |
|[¥]|[~] Status | « Name |+ Description | + Appiication | M |+ Partiion /Path |
Q AppServerPool 2 Commen
Q WebServerPool Common

| ~

| Delete._ |
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Import SSL Certificate

Prior to creating a virtual server for our implementation, a certificate must be imported, and a ClientSSL Profile must be
created to ensure a seamless HTTPS connection to the Web Server. With F5'’s full proxy the backend web server
certificate could be self-signed and the F5 could present a fully validated certificate to the clients (users) allowing a

secure transaction throughout the web call.

As a prerequisite to completing this task you must have a Certificate with a Private Key (Exportable) available to install
this could be in Certificate/Key format or PKCS12 (PFX) format. In our test case we will be using a public PKCS12
certificate (PFX) wildcard certificate “*.bd.f5.com” that will allow any DNS name in front of bd.f5.com will be an accepted

as valid name in a web browser.

1. Onthe Main tab, select System > Traffic Certificate Management - SSL Certificate List
2. In the upper right corner of the screen, click the Import button.
3. Inthe Import SSL Certificate and Keys menus
a. Inthe Import Type field, in our example we select “PKCS 12 (1IS)”
b. In the Certificate and Key Name field, in our example we entered “Wildcard” without quotes
c. Inthe Certificate and Key Source field, select the “Choose File” button
d. Inthe pop out menus browse and select the file, in our example star.bd.f5.com.pfx
e. Inthe password field, enter the password to decrypt the pfx file.
f

Click the Import button

@ Open @l system ,, Certificate Management : Traffic Certificate Management : SSL Certificate
earch BD ard Cert - 2020 P

+ « bdfS.com Certs » BD Wildcard Cert - 2020 vo
Organize v New folder - m @

Fosia N Delh et 1w . SSL Certificate/Key Source
W Desitop  # 3 star ba f5.com ptx §27/2018423PM  Personal Informati ixe ‘
¥ Dowclosts # Import Type |[Pres 12(1S) ¥
4| Documents #

® 5
= Piwes # Certificate and Key Name New ' Overwrite Existing

3 Dropbex # Wildcard
78 {
Firmware Certificate and Key Source ‘ | Choose File | star.bd.f5.com.pfx
< Bloiadilo
Tools | Password
32 Dropbex |
I This PC | Key Security
o OVD Drive (D) CE | Free Space on Disk \ 2835 MB
File name: | 0 | |AlFiles (") v
[ ||
= | Cancel || Import |

System » Certificate Management : Traffic Certificate Management : SSL Certificate List

1+ ~ Trafiic Certificate Management v Device Cerfificate Management ~ HSM Management ~

Search Import...|| G

Vw_/ } < Status ;. Name [ + Contents + Key Security ‘ < Common Name < Organization |+ Expiration < Partition
Q Wildcard RSA Certificate & Key . Normal . *.bd.f5.com . F5 Networks Inc . Jun 27, 2020 Common
ca-bundie Certificate Bundie Jan 18, 2020 - Oct 6, 2046 Common
default RSA Certificate & Key Normal localhost localdomain ~ MyCompany Mar 29, 2029 Common
5-ca-bundie RSA Certificate Entrust Root Certificati... Entrust Dec 7, 2030 Common
f5-irule RSA Certificate support.f5.com F5 Networks Jul 18, 2027 Common

VA!cmve, . || View Certificate Order Status. [ Delete OCSP Cache... ] Delete...
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Create ClientSSL Profile

Prior to creating a virtual server for our implementation, a certificate must be imported, and a ClientSSL Profile must be
created to ensure a seamless HTTPS connection to the Web Server. With F5'’s full proxy the backend web server
certificate could be self-signed and the F5 could present a fully validated certificate to the clients (users) allowing a

secure transaction throughout the web call.

1. Onthe Main tab, select Local Traffic > Profiles > SSL - Client
2. In the upper right corner of the screen, click the Create button.
3. Inthe New Client SSL Profile menus
a. Inthe Name field, type a unique name for the profile, for this validation WildcardSSL was used.
b. In the Certificate Key Chain field, check the custom box and click the Add button
c. Inthe Certificate, Key and Chain pulldown menus, select the previously imported Certificate chain, in
this validation it was named Wildcard. Then click the Add button.

d. Once added, scroll to the bottom and click the finished button.

Local Traffic » Profiles : 55L : Client » New Client SSL Profile...

General Properties

Name | wildcardssL @

Parent Profile [ clientss| v
Configuration: | Basic v Custom |/

=
Certificate Key Chain
Add || Edit || Delete
|

Add SSL Certificate Key Chain
‘ Certificate ‘ Wildcard v
‘ Key | | wildcard v
| Chain Wildcard ¥}
‘ Passphrase ‘ [

| Add || Cancel |

Local Traffic » Profiles : SSL : Client »» New Client SSL Profile...

I Name || wildcardssL 1]

Parent Profile | [clientssl v

Configuration: | Basic o Custom

| |/Common/Wildcard /Common/Wildcard /Common/\Wildcard .

Certificate Key Chain

[ Add |[ Edit |[ Delete |
OCSP Stapling
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Create Application Virtual Servers

In creating a virtual server, you specify a destination IP address and service port on which the BIG-IP appliance is

listening for application traffic to be load balanced to the appropriate application pool members. In this validation, we

have two virtual servers (VIPs) to create: one for the web tier, which will be available to the external network on the
10.105.176.0/24 segment, and the other for the application tier, available on the TransitNet-1 segment (172.16.1.0/24).

1. On the Main tab, select Local Traffic and then click Virtual Servers. The Virtual Server List screen is displayed.

2. In the upper right corner of the screen, click the Create button.

3. Inthe New Virtual Server menus

a. Inthe Name field, provide a unique name for the web application. In this case, we used Web-VIP.
b. In the Destination Address field, enter 10.105.176.5
c. For Service Port use the standard HTTPS port 443.
d

In the Configuration section
. Move WildcardSSL from Available to Selected in the SSL Profile (Client) field.

Il. Move serverssl-insecure-compatible from Available to Selected in the SSL Profile (Server)

field.

Il Select Auto Map from the pull-down menus for the Source Address Translation.

e. Inthe Resources section

. Select the WebServerPool from the Default Pool dropdown box.

Il Typically, a persistence profile would be used in a real-world case but to validate that the

servers are changing (round-robin) we have omitted it currently.

f.  Click Repeat to continue to configure the application tier virtual server

Local Traffic » Virtual Servers : Virtual Server List » New Virtual Server... Configuration: | Basic v

General Properties

Name
Description

Type

Source Address

Destination Address/Mask

Service Port

Notify Status to Virtual Address

State

Resources

IRules

Policies

Defaut Pool

Default Persistence Profile None
Falback Persistence Profile None

Cancel || Repeat | Finished

Web-VIP

Standard v

® Host ' Address List

® Host ' Address List
10.105.176.5

® Port " Port List
443 Select v

v

Enabled v

Enabled Available

ttps_redirect

Up | Down

Enabled Available

+|| [ webServerPool v

v

Protocol

Protocol Profile (Client)
Protocol Profile (Server)
HTTP Profile (Client)

HTTP Profile (Server)
HTTP Proxy Connect Profile
FTP Profile

RTSP Profile

SSL Profile (Client)

SSL Profile (Server)

SMTPS Profile

POP3 Profile

Client LDAP Profile
Server LDAP Profile
Service Profile

SMTP Profile

VLAN and Tunnel Traffic

Source Address Translation

/Common

TCP v

tep v
(Use Client Profile) v
None v

(Use Client Profile) v
None v
None v
None v
Selected
WildcardSSL <<

>>

Selected

/Common

serverssl-insecure-compatible

None v

None v

None v

None v

None

None v

All VLANs and Tunnels v

Auto Map v

Available

/Common

clientssl
clientssl-insecure-compatible
clientssl-secure
crypto-server-default-clientssl v

Available
crypto-client-default-serverss|
<< pcoip-default-serverssi
serverssi
>> splitsession-default-serverss|
wom-default-serverssl
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4. Inthe New Virtual Server menus
a. Inthe Name field, provide a unique name for the app application. In this case, we used App-VIP.
b. In the Destination Address field, enter 172.16.1.5
c. For Service Port use the standard HTTPS port 8443.
d. Inthe Configuration section
. Move WildcardSSL from Available to Selected in the SSL Profile (Client) field.
Il Move serverssl-insecure-compatible from Available to Selected in the SSL Profile (Server)
field.
Il Select Auto Map from the pull-down menus for the Source Address Translation.
e. Inthe Resources section
. Select the AppServerPool from the Default Pool dropdown box.
Il Typically, a persistence profile would be used in a real-world case but to validate that the
servers are changing (round-robin) we have omitted it currently.
f.  Click Finished to continue to configure the application tier virtual server

Local Traffic »» Virtual Servers : Virtual Server List » New Virtual Server... Configuration; | Basic v

Protocol TCP ¥,
General Properties Protocol Profile (Client) tep v
I e, Aop:ViP Protocol Profile (Server) (Use Ciient Profie) v
Description HTTP Profile (Client) None Y
Type Standard .2 HTTP Profile (Server) (Use Client Profile) v
® Host' ' Address List HTTP Proxy Connect Profile None v
Source Address
FTP Profile None v
® Host' ' Address List
Destination Address/Mask 10045 IS e Mooy
- Selected Available
® Port  Port List ICommon R iCommon
Service Port SSL Profile (Client) WildcardSSL | == clientss!
8443 Other it clientsskinsecure-compatible
: = >=| | clientssl-secure
Notity Status to Virtual Address crypto-server-default-clientssl
S Enabled v Selected Available
/Common - crypto-client-default-serverssl .
S St prale (enven ' |
Ensbind Aratetis >>| | splitsession-default-serverss!
wom-default-serverss!
Rules
: SMITPS Profile None v
Up | [Dovn POP3 Profile None v
Enabled Avalalle Client LDAP Profile None v
LA Server LDAP Profile None v
Service Profile None v
Defautt Fool 4| & v
fault Pool AppServerPool SMTP Profile None v

Default Persistence Profile

Falloack Persistence Profile

Cancel || Repeat || Finished

None

None

VLAN and Tunnel Traffic

Source Address Translation

All VLANSs and Tunnels v

Auto Map v |

The virtual server list ought to look similar to the one shown below. The green status icons indicate that all systems are

go with the validation application. The virtual servers and the associated pools are reachable and healthy.

Local Traffic » Virtual Servers : Virtual Server List

¥y ~ | Virtual Server List | Virtual Address List | Statistics

* |Search| | Create... |

v \ |~| Status | + Name \ * Description ‘ * Application * Destination | = Service Port | + Type \ Resources | « Partition / Path |
‘ Q App-VIP 10.0.1.5 8443 Standard ‘ Edit Common ‘
Q Web-VIP 10.105.176.5 443 (HTTPS) Standard Edit Common

Enable | Disable || Delete.,
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Validation
The web tier virtual server should now be available and accepting application traffic on port 443 (HTTPS).

On the Main tab, expand Local Traffic and then click Network Map to display the overall health of the applications and
their associated resources. Due to also this traffic being HTTPS rather than HTTP we setup a FQDN of

NSXWebApp.bd.f5.com to allow our wildcard certificate to be validated when connecting to the site.

NSXWebApp Properties ? X

f NSX-V-OVSDB.bd.f5.com - [| Forced Offline

Apr 11, 20 4 PM (PDT) Host ) Secumty

Hoat uses parent domain f left blank).
[NSXWebApp |

Fully qualfied domain name (FGDN):
|NSXWehﬂpp bd f5.com |

Partition: Common ~ Sortby: Status ~ Filter:

Last Update: Apr 11, 2019 2:34 PM (PDT)

IP address
Common [10105.1765 |
Update associated pointer (PTR) record
[] Delete this record when it becomes stale
@ AppVIP @ Web-vIP Recodtmestano: | |
@® AppServerPool @ WebServerPool
@ 10.0.2.11:8443 @ 100.1.11:443
@ 10.0.212:8443 @ 10.0.1.12:443 Time to live (TTL): 10 0 (DDDDD:HH.MM.SS)

Cancel

Any web browser can be used to test by typing https://NSXWebApp.bd.f5.com/cgi-bin/app.py to send a request to the
virtual server. Our 3-tier application will appear and show data within the database validating that the connection works,

to further validate which application server you can refresh the page and see the AppServer changes. To further

validate which Web server is being used we run a curl command “curl -kv “https://nsxwebapp.bd.f5.com” in the web

server we injected a header in the web server configuration (not shown in this guide) called X-Upstream-Server to show

which web server was being accessed.

< C @ nitps//nsxwebapp.bd.f5.com/cgi-bin/app.p “ C @ hitps//nsxwebapp.bd.f5.com/cgi-bin/app
H Apps Home Bookmarks F5 Bookmarks Project VMware Bookmarks T ke Apps Home Bookmarks F5 Bookmarks Project VMware Bookmarks T
Customer Database Access Customer Database Access
Accessed via: 10.0.2.2 Accessed via: 10.0.2.2
AppServer is: app-01 AppServer is: app-02
Name Filter (blarik for all records) Apply Name Filter (blank for all records) Aowly
Rank Name Universe Revenue Rank Name Universe Revenue
1 CHOAM Dune $1.7 trillion 1 CHOAM Dune $1.7 trillion
Looney Tunes $348.7 bullion | |2 Acme Corp. Looney Tunes $348.7 billion.

2 Acme Corp.

Sirius Cybernetics Corp. | Hitchhiker's Guide

$327.2 billion

Sirus Cybernetics Corp Hrehhiker's Guide

$327.2 billion

4 Buyn Large Wall.E

$291.8 billion

4 Buy n Large Wall-E

$291.8 billion

5 Aperture Science, Inc Valve

$163 4 billion

5 Aperture Science, Inc. Valve

$163.4 billion

This concludes the validation of the Parallel to NSX DLR Using VLANs Overlays with BIG-IP deployment scenario.
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Topology 3: One-Arm connected using VXLAN
Overlays with BIG-IP Virtual Edition

External
Web-VIP=10.0.1.5 (Web—01 & Web—02) 10.105.176.0/24
App-VIP=10.0.1.6 (App-01 & App-02)
Note: Web-VIP and App-VIP requires SNAT

VLAN
- === VXIAN

NSX Edge Services Gateways
Deployed in HA

TransitNet-1

I
|
I
: 172.16.1.0/24
|
|

NSX
Distributed Logical Router

WebTier
=3 10.0.1.0/24

DBTier
10.0.3.0/24 @ -

11 .12

Figure 10 BIG-IP Virtual Edition in one-arm topology within VXLAN environment

The third deployment scenario utilizes a topology that connects a BIG-IP Virtual Edition’s interfaces into the local
overlay networks. This allows application-specific optimizations and load balancing decisions to take place within the
local overlay network segment. Application specific security policies are applied, from layer 4 through layer 7, within the
overlay networks. Traditional east-west traffic between tiers traverses the BIG-IP device for highly available application

services.
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L3 Fabric
Leaf/Spine

& &

NSX EDGE NSX EDGE

NSX-DLR NSX-DLR

v

\
Y Y
Compute Racks Edge Racks

Figure 11 Leaf/spine physical rack infrastructure

This topology is popular on standard layer 3 physical fabrics as seen in a leaf/spine topology but is equally applicable to
a flat layer 2 infrastructure. In this scenario the BIG-IP virtual appliances should be allowed to connect to the logical
switches that are connected to the VM’s acting as part of the internal network. The BIG-IPs are located in the Compute
racks with the workload VMs to emulate this scenario.

Note: This can be done with physical boxes however requires access to the OVSDB to access the VXLAN and

we will go over that scenario in topology 4.
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Traffic Flows

North-South Traffic - Logical Traffic Flows as Follows

1. From Client (External) to NSX Edges to NSX DLR to BIG-IP WebTier VIP (Web-VIP)

2.  From BIG-IP VE to WebTier Servers
3. From WebTier Servers to NSX DLR to BIG-IP AppTier VIP (App-VIP)

4. From BIG-IP VE to AppTier Servers

o

From AppTier Servers to DLR to DB-Tier Servers

External

ient => Web-VIP
10.105.176.0/24

Cl
Web-VIP=10.0.1.5 (Web-01 & Web-02) Q
App-VIP=10.0.1.6 (App-01 & App-02)

Note: Web-VIP and App-VIP requiks éNAT

VLAN
= === VXLAN

NSX Edge Services Gateways
Deployed in HA

|

|

! TransitNet-1
| 172.16.1.0/24
I

I

NSX
Distributed Logical Router

Web-Server => App-VIP

ebTier
10.0.1.0/24

BIG-IP => Web-Server
Figure 12 North-South Logical Traffic Flow “One-arm Connected” with BIG-IP Virtual Edition

App-Server => DB-Server
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Implementation Infrastructure

In the validation environment, several ESXi clusters are in use. Some of the clusters are NSX-enabled clusters and

some are not.

For the purposes of explaining and building the validation infrastructure, we will be using two of the clusters listed in
Figure 13: the Cluster1-VDC (Edge Racks) and Cluster3-Compute-NSX (Compute Racks). While this is a smaller

representation of a typical data center deployment, the hardware is segregated in a manner consistent with that shown

in Figure 10.

vm vSphere Client

B vCloud-VDC | actions~

summary  Monito

Figure 13 vSphere Console

In accordance with best practices, edge and compute ESXi hosts are physically and logically separated from one
another. BIG-IP Virtual Editions are installed in the compute cluster for this scenario that is consistent with Figure 11

The virtual machines used as Web (Web), Application (App), and Database (DB) servers will be running on ESXi hosts
in the compute cluster.
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Prerequisites

Referencing the diagram in Figure 10, the BIG-IP Virtual Edition requires connectivity for three logical interfaces. One
interface is used for management of the device and the other two are used for all production traffic. The two VLANS,
WebTier and AppTier, each have one of the logical interfaces in a one-arm configuration attached to the segment. The
VLAN numbers, the VXLAN Segment IDs, and the IP addressing scheme can be tailored to your environment.

e  Physical network infrastructure switches connected to the ESXi servers and are configured to support 802.1Q
tagging and allow the appropriate VLANS.

e ESXi hosts will need to be configured with the appropriate distributed port groups and virtual switches.

NETH Port Group Name 802.1Q VLAN ID

External DVS-VLAN-176 176

Internal DVS-VLAN-102 102

Table 11 VLAN tags for configuration on distributed virtual switch and physical switches

Name Transport Zone Segment ID Control Plane Mode
WebTier TransportZonel 5001 Unicast

AppTier TransportZonel 5002 Unicast

DBTier TransportZonel 5003 Unicast
TransitNet-1 TransportZonel 5004 Unicast

Table 12 Logical switch configuration

Note: In our environment, we put the F5 BIG-IP management interface on the DVS-VLAN-102 network so that we could

obtain clear web GUI screenshots from our web browser client on that network.
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Network Segments

Two types of network segments are utilized in this topology: traditional 802.1Q VLAN network segments and VXLAN
overlay segments. Within NSX, we created IP Pools that will be used by the Web, App, and DB virtual machines.

802.1Q VLAN segments

e VLAN 176 (External) is the VLAN used for external connectivity. The 10.105.176.0/24 IP subnet range is
configured on this VLAN.

e VLAN 102 (Internal) (not shown) is for management connectivity. The 192.168.14.0/24 IP subnet range is
configured on this VLAN

VXLAN Segments

the Web, App, and DB tier virtual machines are all provisioned and connected to VXLANS.

o VXLAN 5001 WebTier is the segment ID used for the blue web connectivity. The 10.0.1.0/24 IP subnet range is
configured on this VXLAN.

. is the segment ID used for the yellow app connectivity. The 10.0.2.0/24 IP subnet range
is configured on this VXLAN.

e VXLAN 5003 DBTIier is the segment ID used for the green DB connectivity. The 10.0.3.0/24 IP subnet range is
configured on this VXLAN.

e VXLAN 5004 TransitNet-1 is the VXLAN segment ID used for the transport zone between the DLR and the
NSX Edge.
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NSX Edge Configuration

1. Inthe vSphere Client console, begin by navigating to Networking & Security in the “Menu” selection under
Networking and Security, choose NSX Edges and then click (+ Add) hyperlink > Click on “Edge Services

Gateway”.

vm vSphere Client

Networking and Security
&R Dashboard
‘.9? Installation and Upgrade

B Logical Switches

NSX Edges

NSX Manager: £ 192.168.2.40 | §

ECC—

~ Security

& service Composer

A Firewa

ﬂ Firewall Settings

& Appiication Rule Manager
@ SpoofGuard

& Groups and Tags

+ ADD v

2. Provide a name for the device, then click next.

New Edge Services
Gateway

1 Basic Details

Edge Services Gateway i

Distributed Logical Router
Basic Details X
Edge services gateway provides common gateway services such as DHCP, Firewall, VPN, NAT, Routing and
Load Balan
Name Topo3-ESG 2]

Heost Name

Tenant

Description

Select Deployment Options

B Deploy Edge Appliance VM

|| High Availability

CANCEL NEXT
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3. Under Settings, select the slider to enable SSH access and provide a username and password for the Edge
Services Gateway. Click Next. Enabling SSH is for troubleshooting and tcpdump capabilities, if you do not

want these features leave SSH disabled.

New Edge Services Settings X
Gateway

c

e VM(s). These credentials can be used to log

1 Basic Detai
User Name admin m
2 Settings Password * = ssessesess ®
Confirm Password = sesssesens ®
SSH access enabled )
FIPS Mode D
Auto Rule Generation enabled @D
Edge control level logging Info

CANCEL ’ BACK ‘ NEXT

4. Under Configure deployment, select the Datacenter and Appliance Size appropriate for your deployment. Then
click on the plus symbol (+) to Add Edge Appliance VM.

New Edge Services Deployment Configuration X
Gateway

Datacenter * vCloud-VDC

1 Basic Details
Appliance Size *

2 Settings
© compact Large Quad Large X-Large

3 Deployment Configuration &g vCPus 1 {3 vcPUs 2 3§ vCPUs 4 ) vCPUs &
1¢

& Memory 512 MB & Memory 1GB &% Memory 2 GB & Memory 868

Edge Appliance VM *

_I_

Add Edge Appliance VM

CANCEL BACK
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5. Selecting plus symbol will display the options in the screenshot below. Choose the appropriate

Cluster/resource pool and datastore (for this example, the Clusterl-VDC and the QNAP-AlIFlash datastore).

The host and folder selection are optional. Click Add to complete. This will return you to the configure

deployment screen shown in step 4 with the Edge Appliance VM filled out. Click Next to continue.

Add Edge Appliance VM

Specify placement parameters for the Edge Appliance VM.

Datacenter * vCloud-VDC

Cluster/Resource Pool -~ Clusterl-VDC
Datastore *© _ONAP-AIIFIash
Host

Folder

Resource Reservation System Managed
CPU 1000 MHz

Memory 512 MB

6. Inthe Configure interfaces dialog box, select the (+ Add) hyperlink to display the Add NSX Edge Interface

dialog box.

New Edge Services
Gateway

Configure Interfaces X

Configure interfaces of this edge services gateway

+ ADD
1 Basic Details

vNIC#
2 Settings

3 Deployment Configuration

4 Interface

Name Type IP Address Connected To

CANCEL BACK
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7.

Provide a name and click the edit icon next to the “Connected To” field

< sack  Configure Interfaces

Basic Advanced

vNIC#
Name External f2=]
Type nternal @) Uplink

Connected To O] V4

Connectivity Status Disconnected
Configure Subnets
+ ADD

Primary IP Address Secondary IP Addresses Subnet Prefix Length

| CANCEL ’

For the External network, click on the Distributed Virtual Port Group tab and then selecting the port group used

for external access. Click OK.

{ eack Select Network X
Logical Switct Standard Port Group Distributed Virtual Port Group
Q176
Name Type
o o DVS-VLAN-176-External Distributed Virtual Port Group

]
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9.

address and subnet configuration to the interface.

¢ eack Configure Interfaces

Basic Advanced

vNIC#

Name External

Type nal @ U
Connected To DVS-VLAN-176-External
Connectivity Status connected @D

Configure Subnets

+ ADD

Primary IP Address

Secondary IP Addresses

Once the network is chosen, select the (+ Add) hyperlink under Configure subnets to add the appropriate 1P

i ‘ “

10. In the Add Subnet dialog box, enter the appropriate IP address and Subnet prefix length, and click OK.

{ Back Configure Interfaces

Basic Advanced

vNIC#

External

Name

Type

Connected To

Connectivity Status

Configure Subnets
+ ADD

Primary IP Address

10.105.176.2

© Usiint

DVS-VLAN-176-External

ected @D

Secondary IP Addresses

Subnet Prefix Length

(e | I
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11. This will bring you back to the Configure interfaces dialog box. For each of the three interfaces required for this
deployment scenario, add and configure the appropriate subnets and switch type, according to the table below

and look like the final picture below with your datacenter information.

Network Name [Type

External

Uplink

Network Type

Distributed Virtual Port Group

IP Address

10.105.176.2/24

Connected To

DVS-VLAN-176-External

TransitNet-1

Internal Logical Switch

172.16.1.1/24

TransitNet-1

Table 13 NSX Edge network interfaces

Configure Interfaces

Configure interfaces of this edge services gateway.

= ADD

vNIC#

Name Type

External Uplink

TransitNet-1 Internal

IP Address

10.105176.2/24

17216.1.1/24

Connected To

DVS-VLAN-176-Externa

Transithet-1

12. Once the interface settings are completed, the next step is to configure the default gateway settings. The

default gateway is our data center backbone router with the IP address of 10.105.176.1 on External vNIC that
we configured under the interface settings. If asked use the default MTU parameter unless the network is using

an MTU of a different size, such as jumbo frames. (Configuring a non-standard MTU that is inconsistent can

lead to unnecessary fragmentation of packets or black-holing of some traffic.) Click Next to continue.

New Edge Services

Gateway

1 Basic Details

2 Settings

4 Interface

5 Default Gateway

3 Deployment Configuration

Default Gateway

Configure Default Gateway Enabled ()
wNIC * External o
Gateway IP * 10.105.176.1

Admin Distance 1

CANCEL BACK NEXT
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13. HA settings can be left as default. Enable the “Firewall Default Policy” and check Allow for the Default Traffic
Policy. (This is for validation testing; firewall can be set to Deny instead however firewall rules will be required
on ESG to allow for traffic to flow from ESG/DLR and F5)

New Edge Services Firewall Default Policy X
Gateway
Firewall Default Policy Enabled (:) =]
1 Basic Details
Default Traffic Policy °Alow (_) Deny
2 Settings Logging Disabled C’
3 Deployment Configuration
4 Interface
5 Default Gateway

@

Firewall Default Policy

CANCEL BACK NEXT

14. Review and click finish to complete the deployment of the NSX Edge.

New Edge Services Review
Gateway
Details
1 Basic Details Name TOpo3-ESG
Tenant
2 Settings Size mpact
HA Disabled
3 Deployment Configuration
Automatic rule generation Enabled
4 Interface Edge Appliance VMs
5 Default Gateway
Cluster/Resource Pool Cluster
6 Firewall Default Policy Host
Datastore QNAP-AllIF|as!
7 Review Folder
CcPU 1000 MHz
Memory 512 MB

Interfaces

VIS # Nama Tuna ID AdArace Cannartad Ta

e [orer | (D
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15. Create a NAT configuration to access the BIG-IP through the VXLAN from an external interface. To configure
NAT rules Home = Network and Security = NSX Edges = Double Click on Edge (Topo3-ESG) = NAT Tab.

16.

Adding Rules Click the (+ Add) hyperlink > Add DNAT Rule. In our configuration we will use External
Interface and allow port 443 TCP via the DNAT to the External Interface IP (10.105.176.2) and forward 443

TCP traffic to our BIG-IP VIP (10.0.1.5).

NSX Edges
{ I Topo3-ESG ) ACTIONS v
Summary Configure DHCP DNS NAT Grouping Objects
+ ADD v {33 ACTIONS v 4 Hide Internal Rules
Status Order RulelD Rule Type Action
H () 1 196609 USER DMNAT

Applied On

External

Original

[¥] Pending jobs 0 Failed jobs O Alarms 0
View: NAT44 v =
Translated Logging

If the “Firewall Default Policy” was set to Deny traffic in earlier configuration, a firewall rule must be created to

allow traffic to access the environment. (Currently, these can only be configured via vSphere Flex [FLASH]

client) To configure firewall rules Home - Network and Security > NSX Edges > Double Click on Edge

(Topo3-ESG) - Firewall Tab.

Adding Rules Click the (+) button and add appropriate firewall rule to allow External Traffic talk to the
10.105.176.2 address over HTTPS, the 10.105.176.2 address is the External Interface on the ESG that we will

use to NAT to the backend BIG-IP VIP 10.0.1.5 (in the one-armed configuration)

TITopo3ESG | X T % & [ | {ShActions v

Summary Monitor | Manage

Setiings | Firewall | DHCP | DNS | NAT | Routing | Load Balancer | VPN | SSL VPN-Plus | Grouping Objects

| Advanced Senvices |

Firewall Status: Started Stop

9P 0 Hide Generated rules Hide Pre rules

N me Type Source
@1 firewall Internal @ vse
@2 WebApp User any
@3 Default Rule Default any

any
@ 10.105.176.2

any

any Accept

3 HTTF

)
w
&
o
@
s

any Deny
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Create and Deploy DLR

Within VMWare NSX, the Distributed Logical Router (DLR) provides an optimized way of handling east-west traffic
within the data center. East-west traffic consists of communication between virtual machines or other resources on
different subnets within a data center. As east-west traffic demand increases within the data center, the distributed

architecture allows for optimized routing between VXLAN segments.
(Note that DLR and LDR— (Logical Distributed Router)—are used synonymously by VMware.)

1. Inthe vSphere Client console, begin by navigating to Networking & Security in the “Menu” selection under
Networking and Security, choose NSX Edges and then click (+ Add) hyperlink = Click on “Distributed Logical

Router”

vm vSphere Client

Networking and Security

NSX Edges

&R Dashboard

8 Instaliation and Upgrade
¢ Installation and Upgrade NSX Manager: L§ 192.168.2 40 | S

.

B Logical Switches

- Total
- NSX Edges

~ Security - AD

dges: 3

m

o

67 o =
& Service Composer

Edage Services f

M Firewa age Services Gat
B} Firewall Settings Distributed Logical Router
é‘.ﬂ Application Rule Manager
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2.

Provide a name for the device, then click next.

New Distributed Basic Details
Logical Router

Distributed logical router provides Distributed Routing and Bridging capabilities

1 Basic Details Name
Host Name
Tenant

Description

Select Deployment Options

B Deploy Control VMs

[_J High Availability

Topo3-DLA| j25]

CANCEL NEXT

Under Settings, select the slider to enable SSH access and provide a username and password for the Edge

Services Gateway. Click Next. Enabling SSH is for troubleshooting and tcpdump capabilities, if you do not

want these features leave SSH disabled.

New Distributed Settings
Logical Router

CLI credentials will be set on the Edge Appliance VM(s). These credentials can be used to login to the read
only command line interface of the appliance.

1 Basic Details
User Name *

2 Settings Password *
Confirm Password *
SSH access

FIPS Mode

Edge control level logging

admin
® 0
®
Enabled (:)
Disabled C’

Info 4

CANCEL BACK NEXT
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4. Under Configure deployment, select the Datacenter and Appliance Size appropriate for your deployment. Then
click on the plus symbol (+) to Add Edge Appliance VM.

New Distributed Deployment Configuration X
Logical Router

Datacenter * vCloud-VDC ~
1 Basic Details
Control VM(s) *

2 Settings

3 Deployment Configuration

_I_

Add Edge Appliance VM

Management/ HA Interface
This is a mandatory special-purpose interface that requires network connectivity and is configured separately from other interfaces in
the Logical Router

Connected To * O]

IP Address

CANCEL BACK

5. Selecting plus symbol will display the options in the screenshot below. Choose the appropriate
Cluster/resource pool and datastore (for this example, the Clusterl-VDC and the QNAP-AllFlash datastore).
The host and folder selection are optional. Click Add to complete.

Add Edge Appliance VM X

Specify placement parameters for the Edge Appliance VM.

Datacenter * vCloud-vDC
Cluster/Resource Pool * Cluster1-VDC

Datastore * QMAP-AlIFlash

Host

Folder

Resource Reservation System Managed ~ @
cPuU 1000 MHz

Memory 512 MB



INTEGRATION GUIDE
VMware NSX for vSphere (NSX-V) and F5 BIG-IP

6. Click the Edit icon in the “Connected To” section of the Management/HA Interface

New Distributed
Logical Router

Deployment Configuration X

Datacenter * vCloud-VDC ~
1 Basic Details
Control VM(s) *

2 Settings

& v
3 Deployment Configuration
Cluster/Resource Pool Cluster1-vDC
Host - |
Datastore GNAP-AlIFlash
Folder -
Add Edge Appliance VM
cPU 1000 MHz
Memory 512 MB
Management/ HA Interface
This is a mandatory special-purpose interface that requires network connectivity and is configured separately from other interfaces in
the Logical Router
Connected To * O
IP Address E.g.10.121.30.4/24

CANCEL BACK

7. Select an appropriate Management Network (Distributed Virtual Port Group) to manage the DLR then Click OK

¢ Back Select Network X

Logical Switch Distributed Virtual Port Group

Name

& ESX-Management-Tagged
& ESX-Storage

& DVS-VLAN-080

& DVS-VLAN-102

& ESX-Trunk-Prom

& ESX-NSX

& DVS-VLAN-176

& ESX-Management-Untagged
& ESX-Trunk

2 ESX-VSAN

Type

Distributed Virtual Port Group

Distributed Virtual Port Group

Distributed Virtual Port Group

Distributed Virtual Port Group

Distributed Virtual Port Group

Distributed Virtual Port Group

Distributed Virtual Port Group

Distributed Virtual Port Group

Distributed Virtual Port Group

Distributed Virtual Port Group
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8. Fill out the IP/Subnet Field for the Management IP of the DLR then Click Next

New Distributed Deployment Configuration
Logical Router

Datacenter * vCloud-VDC v
1 Basic Details

Control VM(s) *

2 Settings B
3 Deployment Configuration
Cluster/Resource Pool Clusterl-VDC
Host - |
Datastore GNAP-AlIFlash
Folder - R
Add Edge Appliance VM
CcPU 1000 MHz
Memory 512 MB

Management/ HA Interface

This is a mandatory special-purpose interface that requires network connectivity and is configured separately from other interfaces in
the Logical Router.

Connected To * DWS-VLAN-102 £

IP Address 192.168.14.128{24

CANCEL BACK NEXT

9. In the Configure interfaces dialog box, select the (+ Add) hyperlink to display the Add NSX DLR Interface
dialog box.

New Distributed Configure Interfaces X
Logical Router
Configure interfaces of this distributed logical router

) ) + ADD
1 Basic Details
Name Type IP Address Connected To
2 Settings
3 Deployment Configuration
4 Interface
\]:
1

0 items

CANCEL BACK NEXT
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10. Provide a name and click the edit icon next to the “Connected To” field

¢ Back  Configure Interfaces X
Name TransitNet-1 m
Type ) Internal @ Uplink
Connected To O] VA
Connectivity Status Connected @D

Configure Subnets

+ ADD

(7] Primary IP Address Subnet Prefix Length

MTU 1500

CANCEL

11. For the TransitNet-1 network, click on the Logical Switch tab and then selecting the TransitNet-1 Logical
Switch. Click OK.

{ Back Select Network X

Logical Switch Distributed Virtual Port Group

Name Type
T AppTier Logical Switch

W clvs VCDVSBD-VCD-Internal-e2239¢d6-3dd6-4ed2-a024-98¢4¢80

Logical Switch

© U TransitNet-1 Logical Switeh
T DETier Logical Switch
T WebTier Logical Switch

] 1-5of 5 items
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12. Once the network is chosen, select the (+ Add) hyperlink under Configure subnets to add the appropriate IP
address and subnet configuration to the interface.

¢ sack  Configure Interfaces .
Name * TransitNet-| B

Type Internal @ Uplink

Connected To TransitNet-1 £

Connectivity Status connected @D

Configure Subnets

+ ADD

(7] | Primary IP Address Subnet Prefix Length

MTU 1500

13. In the Add Subnet dialog box, enter the appropriate IP address and Subnet prefix length, and click OK.

¢ sack  Configure Interfaces X
MName TransitNet-1 m

Type Internal ) Uplink

Connected To TransitNet-1 2 T

Connectivity Status connected @D

Configure Subnets

+ ADD

Primary IP Address Subnet Prefix Length

L 1721812 24

MTU 1500
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14. This will bring you back to the Configure interfaces dialog box. For each of the four interfaces required for this
deployment scenario, add and configure the appropriate subnets and switch type, according to the table below
and look like the final picture below with your datacenter information.

Connected To

Network Name ([Type Network Type IP Address

TransitNet-1 Uplink Logical Switch 172.16.1.2/24 TransitNet-1
WebTier Internal Logical Switch 10.0.1.1/24 \WebTier
AppTier Internal Logical Switch 10.0.2.1/24 AppTier
DBTier Internal Logical Switch 10.0.3.1/24 DBTier
Table 14 NSX distributed logical router network interfaces
Configure Interfaces
Configure interfaces of this distributed logical router
f ADD
Name Type IP Address Connected To
TransitNet-1 Uplink 172.16.1.2/24 TransitNet-1
WebTiet Internal 10.01.1/24 WebTier
AppTier Internal 10.0.2.1/24 AppTier
DBTier Internal 0.0.3.1/24 DBTier
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15. Once the interface settings are completed, the next step is to configure the default gateway settings. The
default gateway for the DLR is the data center core router that we configured in the previous section across the

transit segment TransitNet-1.

For the vNIC select TransitNet-1 and provide the Gateway IP address of the NSX Edge.

In this example, its 172.16.1.1. Click Next to proceed.

New Distributed
Logical Router

1

2

4

5

Basic Details

Settings

3 Deployment Configuration

Interface

Default Gateway

Default Gateway
Configure Default Gateway
VNIC

Gateway P

Admin Distance

Er

abled @D

TransitNet-1 il

721611 |

1

CANCEL BACK NEXT

17. Review and click finish to complete the deployment of the NSX Distributed Logical Router.

New Distributed
Logical Router

2

'y

1 Basic Details

settings

Deployment Configuration

Interface

Default Gateway

Review

Review

Details
Name
Tenant
HA
Management/ HA Interface
Connected To
IP Address

Control VMs

Cluster/Resource Pool
Host

Datastore

Folder

CPU

Memory

Inferfaces

DWVS-VLAN-102

Cluster1-VDx(

CNAP-AIIF|ast

1000 MHz
512 ME

CANCEL

X
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18. After the Creation of the DLR and the logical switches within vSphere, attach the Virtual Machines for each tier

to their logical switches for network traffic. (This is an example of one of our AppTier VM’s attached to the

AppTier Logical Switch.

- . N
» Bl Cluster3-Compt G Actions - app-01
Q sjc-bd-esx-0

FPower
O sic-bd-esx-0 Guest 0S
» 36 Multi-Tier-Ta Snapshots
» 58 Multi-Tier-Ta [ Open Console
» 3 Multi-Tier-To
Migrate...
v A Multi-Tier-Tg & Migrate

Clone
g app-01
Tempiate

(. app-02
EDUD'W Fault Tolerance
G web-01 VM Palicies
i, web-02
&1 photon-mast Compatibility
{F RHCOS_ten Export System Logs...

4 @ Cluster4-Compt By Edit Resource Settings...
» EJ Clusterx-Rebuil

(f app-01 - Edit Settings

(\virual Hardware [ vM Options [ SDRS Rules | vApp Options |

» | cPU - @
» R Memory - -
» 3 Hard disk 1 16 E(ee |+

3 SCSI controller 0 VMware Paravirtual

» [l Network adapter 1 | waw-dvs-32-virtualwire-20-sid-5002-A | - [ Connected

+ (@ CD/DVD drive 1 w-dvs-32-virtualwire-20-sid-5002-AppTier (vCloud-DVS)

= p— vCloud-DVS
3 o rive
e Show more networks

+ [ Video card -
b 3 VMCI device
» Other Devices

» Upgrade [[] Schedule VM Compatibility Upgrade.

New device: | - Select ‘v}

Compatibility: ESXi 6.0 and later (VM version 11) OK

Cancel
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NSX Edge Static Routing Configuration

For this deployment scenario, static routing is configured to allow the NSX Edge to forward packets into the different

tiered networks via the DLR. The default gateway configuration on both the NSX Edge and the DLR ensures packets

find their way out to external networks.

This configuration is also required to ensure that traffic coming from the external networks finds its way in.

5.

In the vSphere Client console, begin by navigating to Networking & Security in the “Menu” selection under
Networking and Security, choose NSX Edges and then Double-click on the NSX Edge you configured in the

first section. (in our use case this was named Topo3-ESG)

Currently this must be done in the vSphere Web Client (FLEX) [Flash Based] as the functionality hasn’t been
ported to the HTMLS5 Client.

vmware* vSphere Web Client f=

Navigator P § NSX Edges
(4] NSXManager: [ 192.168.2.40 | |
Networking & Security [ x O % & [ | Gactons v (3% 0 Instaliing | € ¢
5§ NSXHome Id 1 a{Name Type Version Status
(R Dashboard edge-21 I Topo3-ESG NSX Edge 844 Sepicyec
4gé Installation and Upgrade edge-22 |25 Topo3-DLR Logical Router 6.4.4 Deployed

& Servce Definitions
% Logical Switches

~ NSXEdges

In the NSX Edge select the Manage Tab and the Routing sub-tab, then select Static Routes from the menus.

Click on the (+) plus symbol to add a Static Route.

Updatedat242PM ) |

vmware* vSphere Web Client

| Navigator X ETopotess | x O % & [ | GActons -

4] Summary  Monitor Manage |

Topo1ESG I )

| | settings ‘ Firewall ‘ DHCP | DNS ‘ NAT [Rouﬁng‘ Load Balancer | VPN ‘ SSL VPN-Plus ;Gimupmg Objects | Advanced Senvices

“ + / x
‘ Global Configuration Type Network Next Hop Interface
OSPF
BGP

Route Redistribution

H Multicast
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7. Provide an internal summary route that points the NSX Edge to the TransitNet-1 IP Address of the DLR
interface. In this case, a summary of 10.0.0.0/16 is pointed internally to the DLR IP address of 172.16.1.2. Click
OK.

Add Static Route ?

Network %110.0.0.016
Next Hop % 172161.2
Interface | TransitNet-1 v | @

Admin Distance 1

Description I

| OK || Cancel

8. Click Publish Changes to push the updated routing information to the NSX Edge.

I Topo3-ESG | X £ My & [7] | {ShActions v

Summary  Monitor | Manage |

| Settings | Firewall | DHCP | DNS | NAT | Routing | Load Balancer | VPN [ SSL VPN-Plus | Grouping Objects | Advanced Services [
\ | |

" Changes to the Static Routing configuration will take effect only after being published. Please click on "Publish Changes™to publish.
Global Configuration | Publish Changes || RevertChanges |
0SP¥ +
BGP Type Network Next Hop Interface Admin Distance
Route Redistribution 10.0.0.0/16 17216.1.2 TransitNet-1 1
Multicast
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BIG-IP Configuration

The validation of this topology is currently configured on a single device. The base network configuration consists of
configuring the Management Interface (VLAN) and the Logical Switches (VXLAN) and assigning them to interfaces as
well as creating the appropriate self IP addresses for each of the network segments. For production deployments, F5

recommends that two BIG-IP devices be configured in an HA configuration.

Prerequisites

e The BIG-IP is configured with a management IP address in the proper subnet.
e Licenses have been applied and activated.
e Appropriate provisioning of resources is complete.

e  Base configuration of services DNS, NTP, SYSLOG are configured.

e BIG-IP Interfaces 1.1 and 1.2 are connected and configured to the Logical Switches for AppTier and WebTier.

For info on how to perform these installation and basic setup steps, refer to http://support.f5.com and consult
the appropriate implementation guide for your version and device.
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Create VLANS

1. From the Main tab of the BIG-IP Configuration Utility navigation pane, expand Network and select VLANSs.

2. Inthe upper right corner, click Create.

[ Sttistics
iApps ————
e P | Search Reset Search| [ Create...|
[ wizaras (V]| & Name ‘:Awmn‘:ﬁg‘:cnﬂmmﬁg Untagged Interfaces | Tagged Interfaces ;Pmmlp-m‘
No records to dispiay. |
13 [Daete. |
() Local Traffic

c,‘ Traffic Intelligence
(7)) Acceleration

) Access

£ Device Management
Ry shared Objects

£2) Network

Interfaces

Routes

SelfIPs

Packet Filters
Quick Configuration
Trunks

Tunnels

Route Domains

VLANs

5. Inthe New VLAN menus.
a. Under General Properties, enter a unique name for the VLAN. In this example, we used AppTier.
b. Under Resources, for Interface, select 1.1 (or use interface that is connected to the App Network 10.0.2.x)
c. Select Untagged and then click the Add button below it.
d. Select Repeat to proceed with the creating of the WebTier network VLAN

Network » VLANS : VLAN List »» New VLAN...

General Properties

Name AppTier B}
Description

Tag

Resources

Interface: 1.2 v
Tagging: | Untagged v

Interfaces 1.1 (untagged) -

Edit || Delete
Configuration: | Basic v
Source Check
MTU 1500
sFlow
Poliing Interval Default v
Sampling Rate Default v
Cancel  Repeat || Finished
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6. Inthe New VLAN Menus
a. Under General Properties, enter a uniqgue name for the VLAN. In this example, we used WebTier.
b. Under Resources, select the Interface 1.2 (or use interface that is connected to the App Network 10.0.1.x)
c. Select Tagged and click the Add button below it.
d. Select Finished to complete the VLAN creation.

Network » VLANSs :VLAN List » New VLAN...

General Properties

Name WenTier B]

Description

Tag

Resources
Interface:| 1.3 v
Tagging: | Untagged v

InberEaces 1.2 (untagged) -

=

Edit || Delete

Configuration:  Basic v

Source Check

MTU 1500

sFlow

Poliing Interval Default v

Sampling Rate Default v

Cancel || Repeat || Finished
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Configure Self IP Addresses

Self IP addresses are logical interfaces that allow the BIG-IP to participate in the networks for which they are configured.

They also are useful for functions such as SNAT to ensure symmetric traffic patterns.

1. On the Main tab of the BIG-IP navigation pane, click Network and then click Self IPs.

2. In the upper right corner of the screen, click the Create button.

Network » Self IPs
Self IP List

I wain

‘ /- statistics

E- 22
iApps
| i g Search| [ Create... |
(7] wizaras v/ = Name + Application | + [P Address | ¢ Netmask | + VLAN/Tunnel | + Traffic Group | + Partiion / Path
| L |
= No records to dispiay.
(13 5 Delete.
‘ ) Local Traffic

(j‘ Traffic Intelligence

| (7% Acceleration

B Access
i g Device Management

| M. Shared Objects
|

£3) Network

Interfaces
Routes
Self IPs

Packet Filters

3. In New Self IP Menus
a. Type a unigue name in the Name box. In this example, we used “App-Self-IP” (without double

quotes).
b. Inthe IP address box, provide the IP address for the AppTier network, in our example, we used

10.0.2.2
Provide the appropriate subnet mask in the Netmask box. In this example, we used 255.255.255.0.

For the VLAN/Tunnel, select AppTier from the dropdown box.
Use the default settings (Allow None) for Port Lockdown and Traffic Group.

-~ o a0

Click the Repeat button to continue

Network > Self IPs » New Self IP..

Cpnﬁguration )
Name ‘ | App-seir1P [
IP Address ‘ 10022
Netmask ‘ 255.255.255.0
VLAN / Tunnel || AppTier v
Port Lockdown ‘ Allow None v
o o e
Service Policy ‘ None v

| Cancel || Repeat || Finished |
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4. In New Self IP Menus
a. Type a unique name in the Name box. In this example, we used “Web-Self-IP” (without double

quotes).
b. Inthe IP address box, provide the IP address for the External network, in our example, we used

10.0.1.2

Provide the appropriate subnet mask in the Netmask box. In this example, we used 255.255.255.0.
For the VLAN/Tunnel, select WebTier from the dropdown box.

Use the default settings (Allow None) for Port Lockdown and Traffic Group.

-~ o a 0

Click the Finished to validate the completed self IP configurations.

Network » SelfIPs » New Self IP...

Configuration

Name Web-Self-IP 8]

IP Address (10012

Netmask | 2565.255.255.0

VLAN / Tunnel ‘WebTier v

Port Lockdown | Allow None v
o | oo
Service Policy [None v

| Cancel || Repeat || Finished |

Network » Self IPs

£ - SelfIP List

3 |[search) | Create... |
}Zi ’ + Name | < Application ‘ < IP Address ’ < Neitmask = VLAN/ Tunnel | = Traffic Group ‘ < Partition / Path
|| App-Self-IP 10.0.2.2 255.255.255.0 AppTier traffic-group-local-only Common
] Web-Self-IP 10.0.1.2 255.255.255.0 WebTier traffic-group-local-only Common

| Delete... |
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Configure Static Routes

To ensure the BIG-IP can properly forward requests to the application servers within the overlay network.

From the Main tab of the BIG-IP Configuration Utility navigation pane, expand Network and select Routes.

1. Inthe upper right corner of the screen, click the Ad button.

Network » Routes

Route List

- 2

iApps —
@] Wizards ‘ ‘ + Name ‘% Application | = Destination | % Netmask | Route Domain | Resource Type ‘ Resource | s Pamnoanam|

‘ No records to display. |
&3 ons presmey

(4] Local Traffic

| E‘ Traffic Intelligence

(73 Acceleration
) Access
Device Management

‘ Shared Objects.

£3) Network

Interfaces

SelfIPs

2. Inthe New Route menus
a. Forthe Name, use the keyword default.
b. The default route for both Destination and Netmask is 0.0.0.0.
c. The Gateway Address is the WebTier Gateway Address which is 10.0.1.1
d

Click Finished to complete static route creation

Network » Routes ;» New Route...

Properties
Name } | default ]
Description ]
Destination 0.0.0.0
Netmask 0.0.0.0
Resource Use Gateway... v

I Gateway Address IP Address v 10011
MTU

| cancel || Repeat || Finished |
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Application Configuration

Application configuration typically consists of a base configuration of pool members that are contained within the pool
object. The virtual server references the pool to make a load balancing decision among the available pool members.
Additional application delivery functionality such as SSL termination, more flexible load balancing algorithm selection,
and layer 7 data plane programmability via irules can be leveraged but are outside the scope of this validation.

Create Application Pools

In the following examples, we are creating the most basic of pools for our web and app servers to show the minimum
configuration that's required in order for the F5 appliance to load balance the two tiers (web and app). The F5 device will
not be load balancing the DB tier traffic, so we are not creating a pool of the DB servers.

1. On the Main tab, click Local Traffic and then click Pools to display the Pool List screen.
2. In the upper right corner of the screen, click the Create button.
3. Inthe New Pool menus

In the Name field, type a unique name for the web pool. For this validation, we used WebServerPool.
In the Health Monitors section, select an appropriate monitor for your application. In this case, we chose a
gateway_icmp monitor to ensure server health, but much more in-depth health monitoring is available to
determine application availability.

c. Under Resources, select a Load Balancing Method. For basic load balancing in this validation, Round
Robin was used.

d. Under Resources, use the New Members setting to add the IP address and port of the web servers (refer
to Table 15 below). Click the Add button for each pool member.

e. Click Repeat to continue and enter the application tier information,

Name (Optional) Address Service Port
web-01 10.0.1.11 443 (HTTPS)
web-02 10.0.1.12 443 (HTTPS)

Table 15 BIG-IP web tier pdol members
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Local Traffic » Pools : Pool List ;» New Pool...

I Name WebServerPool B
Description o N :
—hdNe ___ Avelisble
/Common .~ |iIcommon a
Health Monitors | gateway_icmp s | b
P http_head_15
{==|| nttps
% htips_443 =Y
Resources
Load Balancing Method | Round Robin- v
Priority Group Activation \Disabled v |
® New Node " New FQDN Node
Node Name: L | (Optional)
Address: [ 10.0.1.12 |
Service Port:;r"i}iéri | HTTPS v |
 Add
New Members
Node Name | Address/FQDN | Service Port | Auto Populate | Priority
10.0.1.11 10.01.11 443 0
10.0.1.12 10.0.1.12 443 0
Edit || Delete

| Cancel || Repeat || Finished |
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4. Inthe New Pool menus. (Make sure to remove any members if the repeat button leaves previous data)
a. Inthe Name field, type a unique name for the app pool. For this validation AppServerPool was used.
b. Inthe Health Monitors section select an appropriate monitor for your application. In this case, we are
choosing a gateway_icmp monitor to ensure server health, but much more in-depth health monitoring is
available to determine application availability.

c. Inthe Resources section of the screen select a Load Balancing Method. For basic load balancing in this
validation, Round Robin was used.

d. Inthe Resources section of the screen, use the New Members setting to add the IP address and port of
the web servers (refer to Table 16). Select the Add button for each pool member.

e. Click Finished to complete the pool creation.

Name (Optional) Address Service Port

app-01 10.0.2.11 3443

app-02 10.0.2.12 8443

Table 16 BIG-IP applicatioh tier pool members

Local Traffic » Pools : Pool List » New Pool...

Configuration: | Basic v

l Name AppServerPool @
Description
Active Available
| /ICommon - /Common a
. gateway_icmp [<< nttp
Health Monitors htip_head_{5
[==]| nttps
hitps_443 2.4
Resources
Load Balancing Method \ Round Robin v
Priority Group Activation ‘ Disabled v

| ® New Node ' New FQDN Node ' Node List
| Node Name: (Optional)
Address: | 10.0.1.12 |
Service Port:| 8443 HTTPS v
Add
New Members
| Node Name | Address/FQDN | Service Port | Auto Populate | Priority |
100111 10.0.1.11 8443 0

100112 10.0.1.12 8443 0
Edit || Delete |

.Cancel || Repest || Finished

The completed configuration for the web and application tier pools should look similar to the image below. Note
that the green circles demonstrate that the health monitor, in this case, ICMP, is able to successfully monitor
the servers in the overlay networks.

Local Traffic » Pools : Pool List

¥+ ~ PoolList Stafistics £}

t = RS | Create... |
|[¥]|[~] Status | « Name |+ Description | + Appiication | M |+ Partiion /Path |
Q AppServerPool 2 Commen
Q WebServerPool Common

| ~

| Delete._ |
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Import SSL Certificate

Prior to creating a virtual server for our implementation, a certificate must be imported, and a ClientSSL Profile must be
created to ensure a seamless HTTPS connection to the Web Server. With F5'’s full proxy the backend web server
certificate could be self-signed and the F5 could present a fully validated certificate to the clients (users) allowing a

secure transaction throughout the web call.

As a prerequisite to completing this task you must have a Certificate with a Private Key (Exportable) available to install
this could be in Certificate/Key format or PKCS12 (PFX) format. In our test case we will be using a public PKCS12
certificate (PFX) wildcard certificate “*.bd.f5.com” that will allow any DNS name in front of bd.f5.com will be an accepted

as valid name in a web browser.

4. On the Main tab, select System - Traffic Certificate Management > SSL Certificate List
5. In the upper right corner of the screen, click the Import button.
6. Inthe Import SSL Certificate and Keys menus
a. Inthe Import Type field, in our example we select “PKCS 12 (1IS)”
b. In the Certificate and Key Name field, in our example we entered “Wildcard” without quotes
c. Inthe Certificate and Key Source field, select the “Choose File” button
d. Inthe pop out menus browse and select the file, in our example star.bd.f5.com.pfx
e. Inthe password field, enter the password to decrypt the pfx file.
f

Click the Import button

@ Open @l system ,, Certificate Management : Traffic Certificate Management : SSL Certificate
earch BD ard Cert - 2020 P

+ « bdfS.com Certs » BD Wildcard Cert - 2020 vo
Organize v New folder - m @

Fosia N Delh et 1w . SSL Certificate/Key Source
W Desitop  # 3 star ba f5.com ptx §27/2018423PM  Personal Informati ixe ‘
¥ Dowclosts # Import Type |[Pres 12(1S) ¥
4| Documents #

® 5
= Piwes # Certificate and Key Name New ' Overwrite Existing

3 Dropbex # Wildcard
78 {
Firmware Certificate and Key Source ‘ | Choose File | star.bd.f5.com.pfx
< Bloiadilo
Tools | Password
32 Dropbex |
I This PC | Key Security
o OVD Drive (D) CE | Free Space on Disk \ 2835 MB
File name: | 0 | |AlFiles (") v
[ ||
= | Cancel || Import |

System » Certificate Management : Traffic Certificate Management : SSL Certificate List

1+ ~ Trafiic Certificate Management v Device Cerfificate Management ~ HSM Management ~

Search Import...|| G

Vw_/ } < Status ;. Name [ + Contents + Key Security ‘ < Common Name < Organization |+ Expiration < Partition
Q Wildcard RSA Certificate & Key . Normal . *.bd.f5.com . F5 Networks Inc . Jun 27, 2020 Common
ca-bundie Certificate Bundie Jan 18, 2020 - Oct 6, 2046 Common
default RSA Certificate & Key Normal localhost localdomain ~ MyCompany Mar 29, 2029 Common
5-ca-bundie RSA Certificate Entrust Root Certificati... Entrust Dec 7, 2030 Common
f5-irule RSA Certificate support.f5.com F5 Networks Jul 18, 2027 Common

VA!cmve, . || View Certificate Order Status. [ Delete OCSP Cache... ] Delete...
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Create ClientSSL Profile

Prior to creating a virtual server for our implementation, a certificate must be imported, and a ClientSSL Profile must be
created to ensure a seamless HTTPS connection to the Web Server. With F5'’s full proxy the backend web server

certificate could be self-signed and the F5 could present a fully validated certificate to the clients (users) allowing a

secure transaction throughout the web call.

4.
5.
6.

On the Main tab, select Local Traffic > Profiles > SSL - Client
In the upper right corner of the screen, click the Create button.

In the New Client SSL Profile menus

a. Inthe Name field, type a unique name for the profile, for this validation WildcardSSL was used.

b. In the Certificate Key Chain field, check the custom box and click the Add button

c. Inthe Certificate, Key and Chain pulldown menus, select the previously imported Certificate chain, in
this validation it was named Wildcard. Then click the Add button.

d. Once added, scroll to the bottom and click the finished button.

Local Traffic » Profiles : 55L : Client » New Client SSL Profile...

General Properties

Add SSL Certificate Key Chain

‘ Certificate ‘
‘ Key [

‘ Chain

Wildcard
Wildcard

Wildcard

v

‘ Passphrase ‘ [

| Add || Cancel |

Local Traffic » Profiles : SSL :

Client » New Client SSL Profile...

Name

Parent Profile

|| wildcarassL 8]

| [clientssl v

Configuration: | Basic

v

Certificate Key Chain

OCSP Stapling

| |/Common/Wildcard /Common/Wildcard /Common/\Wildcard .

[ Add |[ Edit |[ Delete |

Name | wildcardssL @
Parent Profile [ clientss| v
Configuration: | Basic v Custom |/
@
Certificate Key Chain
Add || Edit || Delete
I

Custom

114



INTEGRATION GUIDE
VMware NSX for vSphere (NSX-V) and F5 BIG-IP

Create Application Virtual Servers

In creating a virtual server, you specify a destination IP address and service port on which the BIG-IP appliance is

listening for application traffic to be load balanced to the appropriate application pool members. In this validation, we

have two virtual servers (VIPs) to create: one for the web tier, which will be available in the WebTier network on the
10.0.1.0/24 segment and accessed via NAT from 10.105.176.2, and the other for the AppTier on the same WebTier
Network only accessible for the WebTier Network (10.0.1.0/24).

1. On the Main tab, select Local Traffic and then click Virtual Servers. The Virtual Server List screen is displayed.

2. In the upper right corner of the screen, click the Create button.

3. Inthe New Virtual Server menus

a.

b
c.
d

In the Name field, provide a unique name for the web application. In this case, we used Web-VIP.
In the Destination Address field, enter 10.0.1.5
For Service Port use the standard HTTPS port 443.
In the Configuration section
. Move WildcardSSL from Available to Selected in the SSL Profile (Client) field.
Il. Move serverssl-insecure-compatible from Available to Selected in the SSL Profile (Server)
field.
Il Select Auto Map from the pull-down menus for the Source Address Translation.
In the Resources section
. Select the WebServerPool from the Default Pool dropdown box.
Il Typically, a persistence profile would be used in a real-world case but to validate that the
servers are changing (round-robin) we have omitted it currently.

Click Repeat to continue to configure the application tier virtual server

Local Traffic » Virtual Servers : Virtual Server List s; New Virtual Server... Configuration: | Basic y

Protocol TCP v
General Properties Protocol Profile (Client) tcp v
I Name Web-VIP Protocol Profile (Server) (Use Client Profile) v
Description HTTP Profile (Client) None v
Type Standard v HTTP Profile (Server) (Use Client Profile) v
B
Source Address Host'™ Address List HTTP Proxy Connect Profile None v
FTP Profile None v
® A
Destination Address/Mask 10”;’5: . ess Ut RTSP Profile None v
® Selected Available
Service Port Lo Epon i /Common /Common
443 HTTPS v =
L ETole (Cleny — — E:::;z:: insecure-compatible
Notify Status to Virtual Address | ¥/ = clientss-secure
State Enabled ¥ crypto-server-default-clientssl v
Selected Available
Resources /Common crypto-client-default-serverssl
Enabled Avaiabl SSL Profile (Server) serverssk-insecure-compatible << pcoip-defauit-serverssi
Common serverss|
<< _sys_APM_ExchanjeSupport_OA_BasicAuth ol S'!Jlrlsess|on-defau\t-se'verss\
iRules _sys_APM_ExchangeSupport_OA_NtimAuth wom-default-serverssi
Lo sys APM ExchanieSupport helper
_sys_APM_ExchangeSupport_main v SMTPS Profile None v
Elps) Bown) POP3 Profile None v
Eitailed Avallabie Ciient LDAP Profile None v
Policies el Server LDAP Profile None v
22 Service Profile None v
SMTP Profile None v

Cefault Pool

Cefault Persistence Profile

Fallback Persistence Profle

+ || WebServerPool v

VLAN and Tunnel Traffic All VLANS and Tunnels v

None v

None v Source Address Translation Auto Map v
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4. Inthe New Virtual Server menus

In the Name field, provide a unique name for the app application. In this case, we used App-VIP.

b. In the Destination Address field, enter 10.0.1.6
c. For Service Port use the standard HTTPS port 8443.
d

In the Configuration section
Move WildcardSSL from Available to Selected in the SSL Profile (Client) field.
Move serverssl-insecure-compatible from Available to Selected in the SSL Profile (Server)

field.

Select Auto Map from the pull-down menus for the Source Address Translation.

e. Inthe Resources section

Select the AppServerPool from the Default Pool dropdown box.

Typically, a persistence profile would be used in a real-world case but to validate that the

servers are changing (round-robin) we have omitted it currently.

f.  Click Finished to continue to configure the application tier virtual server

Local Traffic » Virtual Servers : Virtual Server List » New Virtual Server.. Configuration:  Basic ¥

Protocol TCP v
General Properties Protoco Profile (Client) tep v
Name App e Protocol Profile (Server) (Use Client Profile) v
Description HTTP Profile (Client) None v
e Sl i HTTP Profie (Server) (Use Client Profie) v
o
Source Address B b ol HTTP Proxy Connect Profile || None v
= FTP Profile None v
Host "' Address List
Destination Address/Mask
10.0.1.6 RTSP Profile None v
® Port . Port List Selected Available
Service Port
443 HTTPS v ICommon - /Common
. WildcardSSL << clientss|
I
Notify Status to Virtual Address | SSLEvoe Clany clientsskinsecure-compatible
el clientssl-secure
e J Eravid = crypto-server-default-clientss! +
Resources
Selected Available
Enabled Aalable ICommon crypto-client-default-serverssl «
ICommon R 1l <<| | pcoip-defauit |
<<| | _sys_APM_ExchangeSupport_OA_BasicAuth SSL Profile (Server) =]
Rul | Zeys_APM_ExcnangeSupport_OA_NtimAuth sarverest
iRules 5 LOA ! ’ ’
[>] | Zsys_APM_ExchangeSupport_helper 22 5:::‘::5:‘:”“(1‘:';‘2:::"'9’55‘
sys_APM_ExchangeSupport_main - v u
ini| {Down| SMTPS Profile None v
Enabled Available POP3 Profile Nowe. ¥
Policies z=l Ciient LDAP Profile None v
22 Server LDAP Profile None v
| Default Pool +||[AppServerPool v Service Profile None v
| Detautt Persistence Profie | None v SMITP Profile None v
‘ Fallback Persistence Profile None v VLAN and Tunnel Traffic All VLANS and Tunnels v
Auto Map v |

[ Cancel || Repeat || Finished |

The virtual server list ought to look similar to the one shown below. The green status icons indicate that all systems are

Source Address Translation

go with the validation application. The virtual servers and the associated pools are reachable and healthy.

v

Local Traffic » Virtual Servers : Virtual Server List

Virtual Server List | Virtual Address List | Statistics

: |search] | Create... |
| Status ‘ « Name < D p < Al <D + Service Port ‘ < Type ‘ Resources i < Partition / Path ‘

(7 ] App-VIP 10.0.1.6 8443 Standard Edit Common

Q@ Web-VIP 10.0.15 443 (HTTPS) Standard Edit Common

| Enable || Disable || Delete... |
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Validation
The web tier virtual server should now be available and accepting application traffic on port 443 (HTTPS).

On the Main tab, expand Local Traffic and then click Network Map to display the overall health of the applications and
their associated resources. Due to also this traffic being HTTPS rather than HTTP we setup a FQDN of

NSXWebApp.bd.f5.com to allow our wildcard certificate to be validated when connecting to the site.

f NSX-VE-BIP.bd.f5.com - ! Online (Active) NSXWebApp Properties ? X

May 16, 2019 3:34 PM (PDT)

Host (A)  Security

Host (uses parent domain f left blank):

[NSxwebAppl
Partition: Common v Sort by: Status Filter ‘

Fully qualified domain name (FQDN}
Last Update: May 16, 2019 ‘Ngxweb,apphdmcnm ‘

IP address:

101051762
Common ‘ ‘
Update associated pointer (PTR) record
[ Dekete this record when i becomes stale
@ App-VIP @ \Web-VIP Record tme: stamp ]
@ AppServerPool @ WebServerPool
84/
@;:10.0.2.41:8443 @ 10.0.1:11.443 Tmetolive (TTL: [0 EREE] (DDDDD:HH MV.SS)
@ 10.0.2.12:8443 @ 100.1.12:443
Cacel

Any web browser can be used to test by typing https://NSXWebApp.bd.f5.com/cgi-bin/app.py to send a request to the
virtual server. Our 3-tier application will appear and show data within the database validating that the connection works,
to further validate which application server you can refresh the page and see the AppServer changes. To further
validate which Web server is being used we run a curl command “curl -kv “https://nsxwebapp.bd.f5.com” in the web
server we injected a header in the web server configuration (not shown in this guide) called X-Upstream-Server to show

which web server was being accessed.

<« C @ https;//nsxwebapp.bd.f5.com/cg [ <« C @ httpsy/nsxwebapp.bd.f5.com/cgi-t

Customer Database Access Customer Database Access

Accessed via: F3-VIP Accessed via: F3-VIP

AppServer is: app-01 AppServer is: app-02

Name Filter (blank for all records) Apply Name Filter (blank for all records) Apply
Rank Name Universe Revenue Rank Name Universe Revenue
1 CHOAM Dune $1 .7 trillion 1 CHOAM Dune $1.7 trillion
2 Acme Corp Looney Tunes $348.7 billion | |2 Acme Corp Looney Tunes $348.7 billion
3 Sirius Cybernetics Corp. Hitchhiker's Guide $3272 billion | |3 Sirius Cybernetics Corp. Hitchhiker's Guide $327.2 billion
4 Buy n Large Wall-E $291.8 billion | |4 Buy nLarge Wall-E $291.8 billion
5 Aperture Science, Inc. Valve $163.4 billion 5 Aperture Science, Inc. Valve $163.4 billion

This concludes the validation of the One-Arm Connected using VXLAN Overlays with BIG-IP Virtual Edition.
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Topology 4: OVSDB Integration with NSX-V

App-VIP=10.0.1.5 ( &

Web-VIP=10.105.176.5 (Web-01 & Web-02)
Note: Web-VIP and App-VIP requires SNAT

External
10.105.176.0/24

Edge Services
Gateways NSX Controllers

I
|
WebTier |
[}

|
|
|
10.0.1.0/24 1
_________ B LT S
| |
| |
b ¢
I I
DBTier | |
10.0.3.0/24 [ |
,,,,,,,,, J=——————————mmm =
[}
[}
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NSX Manager
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Transport

77777777777777 I ===
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Figure 14 OVSDB Integration with NSX-V

The fourth deployment scenario utilizes a topology with a second data path for application delivery traffic. BIG-IP’s are
arranged logically parallel to the Edge Services Gateway (ESG). This deployment method is not compatible with a
Distributed Logical Router (DLR) as logical switches cannot be mapped to both DLR and hardware interfaces.

The BIG-IP has 802.1Q tagged interfaces for external traffic, OVSDB connectivity via NSX controllers, and VTEP
communications between endpoints. Once the OVSDB is configured on BIG-IP and vSphere, VXLAN tunnels will be
automatically created by vSphere when mapping logical switches to hardware devices (BIG-IP). From there a Self IP
can be created for that tunnel and communication to the underlay devices within NSX-V is now accessible via the BIG-

IP.

This allows application-specific optimizations and load balancing decisions to take place, and the BIG-IP appliance will
let the layer 2 network determine the optimal path between the BIG-IP appliance and the application servers. It is also a
key enforcement point for application-specific security policies to be built from layer 4 through layer 7 outside the flow
and policy enforcement for traditional east-west traffic. Since the BIG-IP appliance is directly connected to the

application networks, address space for application VIPs and SNATS for inter-tier load balancing can be utilized from

those individual networks and do not need to traverse a transit network.
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External
L3 Fabric J.'A J.'A J.'A
Leaf/Spine T\ T\ 1N

“ ’A
V‘ b‘

&5

NSX EDGE

J

&5

NSX EDGE

Compute Racks

Figure 15 Leaf/spine physical rack infrastructure

The topology in this deployment scenario isolates infrastructure vs compute racks however in this case the Logical
Routing services aren’t being used. The placement of the BIG-IP appliances (physical or virtual) provides an optimal

layer 2 path for application traffic.
Important Notes:

e BIG-IP Version 13.1 or higher required

e When using a F5 Virtual Appliance, the VE cannot be placed in a cluster managed by NSX-V. The traffic

Y

Edge Racks

will not pass from the VE to Controllers correctly.

e The OVSDB connectivity requires the use of a NSX Edge and not a DLR, Logical Switches cannot be
mapped to both DLR and Hardware at the same time. This is an NSX-V Limitation.
e When mapping logical switches to the BIG-IP, a VLAN must be specified when connecting to the

LocalO, Locall, Local2, and Local3 interfaces. These VLANs have no effect on connectivity. This is a

limitation based on VMware assumptions that traffic wouldn’t be terminated.
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Traffic Flows

North-South Traffic - Logical Traffic Flows as Follows
1. From Client (External) to BIG-IP WebTier VIP (Web-VIP)
2. From BIG-IP Appliance to WebTier Servers
3. From WebTier to BIG-IP AppTier VIP (App-VIP)
4. From BIG-IP Appliance to AppTier Servers

5. From AppTier Servers to NSX Edge to DB-Tier Servers

Web-VIP=10.105.176.5 (Web-01 & Web-02) Client => Web-VIP
App-VIP=10.0.1.5 ( & )
Note: Web-VIP and App-VIP requires SNAT

External
10.105.176.0/24

NSX Manager VLAN
-=== VXLAN
-------- ovsDB
EdgeServices| Uiy [y ameee - ¥LANN)r(1LAN
Gateways 4 ranspol

192.168.2.45-47

ﬁ BIG-IP => Web-Servers

WebTier
10.0.1.0/24

/ \
dawt - -
A1 A2

Figure 16 North-South Logical Traffic Flow “OVSDB Integration W|th NSX-T ” with BIG-1P Appliance
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Implementation Infrastructure

In the validation environment, the same ESXi clusters are in use.

For the purposes of explaining and building the validation infrastructure, we will be using two of the clusters listed in
Figure 17: the Clusterl-VDC (Edge Rack) and Cluster3-Compute-NSX (Compute Rack). While this is a smaller
representation of a typical data center deployment, the hardware is segregated in a manner consistent with that shown

in Figure 15.

vm vSphere Client

fh vCloud-VDC

Ssummary  Monito

Figure 17 vSphere Console

In accordance with best practices, edge and compute ESXi hosts are physically and logically separated from one
another. BIG-IP’s are installed in dedicated edge racks, along with vCenter, NSX manager, and the NSX Edge Services

Gateways, which also will be installed in the edge racks.

The virtual machines used as Web (Web), Application (App), and Database (DB) servers will be running on ESXi hosts

in the compute cluster.
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Prerequisites

Referencing the diagram in Figure 14, the BIG-IP requires connectivity to at minimum two of its interfaces. One interface
is used for management of the device and the other is used for all production traffic. The VLAN numbers and the IP
addressing scheme can be tailored to your environment.

e BIG-IP Version 13.1 and above is required.

e The BIG-IP will need to be installed and connected (physically or virtually) to the edge rack which is connected
to the distribution switches. Each BIG-IP management interface will need to be connected and configured with
an IP address in the management segment.

e The BIG-IP interface 1.1 will need to be connected to a switch port either in ESXi (trunked port group) or on the
edge rack top-of-rack switch that 802.1Q tags the VLANSs used in this environment. VLANs 102, 176 and 50
are used in this example.

e Physical network infrastructure switches connected to the ESXi servers and BIG-IP appliances (if not virtual)
are configured to support 802.1Q tagging and allow the appropriate VLANS.

e Ensure that the Physical or Virtual BIG-IP is configured for NTP and DNS to ensure time sync with NSX
Controllers.

e ESXi hosts will need to be configured with the appropriate distributed port groups and virtual switches.

External DVS-VLAN-176-External 176
NSX-CTRL DVS-VLAN-102 102
VTEP DVS-VLAN-50 50

Table 17 VLAN tags for configuration on distributed virtual switch and physical switches

Name Transport Zone Segment ID Control Plane Mode
AppTier TransportZonel 5002 Unicast or Hybrid
DBTier TransportZonel 0003 Unicast or Hybrid
WebTier TransportZonel >001 Unicast or Hybrid

Table 18 Logical switch configuration
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Network Segments

Two types of network segments are utilized in this topology: traditional 802.1Q VLAN network segments and VXLAN
overlay segments. Within NSX, we created IP Pools that will be used by the Web, App, and DB virtual machines.

802.1Q VLAN segments

e VLAN 50 (VTEP/Transport) is for management connectivity. The 192.172.50.0/24 IP subnet range is
configured on this VLAN.

e VLAN 102 (NSX Controller Network) is the VLAN used to communicate. The 192.168.2.0/16 IP subnet range
is configured on this VLAN.

e VLAN 176 (External) is the VLAN used for external connectivity. The 10.105.176.0/24 IP subnet range is
configured on this VLAN.

VXLAN Segments

The Web, App, and DB tier virtual machines are all provisioned and connected to VXLANSs.

e VXLAN 5001 WebTier is the segment ID used for the blue web connectivity. The 10.0.1.0/24 IP subnet range is
configured on this VXLAN.

. is the segment ID used for the yellow app connectivity. The 10.0.2.0/24 IP subnet range
is configured on this VXLAN.

e VXLAN 5003 DBTier is the segment ID used for the green DB connectivity. The 10.0.3.0/24 IP subnet range is
configured on this VXLAN.
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NSX Edge Configuration

1. Inthe vSphere Client console, begin by navigating to Networking & Security in the “Menu” selection under
Networking and Security, choose NSX Edges and then click (+ Add) hyperlink > Click on “Edge Services

Gateway”

vm vSphere Client

Networking and Security

NSX Edges

&R Dashboard
4® Installation and Upgrade NSX Manager: L?; 192.168.2 40 | S
B Logical Switches

ECC—

~ Security + ADD v

[] service Composer

: z”w’h i Edge Services Gateway
B Firewall Settings Distributed Logical Router
= Application Rule Manager

@ SpoofGuard

& Groups and Tags

2. Provide a name for the device, then click Next.

New Edge Services Basic Details X
Gateway
Edge services gateway provides common gateway services such as DHCP, Firewall, VPN, NAT, Routing and
Load Balancing.
1 Basic Details
Name TOPO4-ESG |

Host Name

Tenant

Description

Select Deployment Options
Deploy Edge Appliance VM

(7] High Availability

CANCEL NEXT
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3.

Under Settings, select the slider to enable SSH access and provide a username and password for the Edge
Services Gateway. Click Next. Enabling SSH is for troubleshooting and tcpdump capabilities, if you do not

want these features leave SSH disabled.

New Edge Services Settings
Gateway
C
1 Basic Deta
User Name admin
2 Settings Password * = ssessesess
Confirm Password = sesssesens
SSH access enabled )
FIPS Mode D
Auto Rule Generation enabled @D
Edge control level logging Info

Under Configure deployment, select the Datacenter and Appliance Size appropriate for your deployment. Then

click on the plus symbol (+) to Add Edge Appliance VM.

New Edge Services Deployment Configuration
Gateway

Datacenter * vCloud-VDC

1 Basic Details
Appliance Size *

2 Settings
¢ © Compact Large

3 Deployment Configuration & vCPUs 1 ) vCPUs 2
W Memory 512 MB & Memory 1¢

Edge Appliance VM *

_I_

Add Edge Appliance VM

e VM(s). These ¢

CANCEL ’ BACK ‘ NEXT

Quad Large

) vcPUs 2

&% Memory 2GB

CANCEL BACK

redentials can be used to log

X-Large

{3 vCPUs 6

M Memory 8GB
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5. Selecting plus symbol will display the options in the screenshot below. Choose the appropriate

Cluster/resource pool and datastore (for this example, the Clusterl-VDC and the QNAP-AlIFlash datastore).

The host and folder selection are optional. Click Add to complete. This will return you to the configure

deployment screen shown in step 4 with the Edge Appliance VM filled out. Click Next to continue.

Add Edge Appliance VM

Specify placement parameters for the Edge Appliance VM.

Datacenter * vCloud-VDC

Cluster/Resource Pool -~ Clusterl-VDC
Datastore *© _ONAP-AIIFIash
Host

Folder

Resource Reservation System Managed
CPU 1000 MHz

Memory 512 MB

6. Inthe Configure interfaces dialog box, select the (+ Add) hyperlink to display the Add NSX Edge Interface

dialog box.

New Edge Services
Gateway

Configure Interfaces X

Configure interfaces of this edge services gateway

+ ADD
1 Basic Details

vNIC#
2 Settings

3 Deployment Configuration

4 Interface

Name Type IP Address Connected To

CANCEL BACK
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7.

Provide a name and click the edit icon next to the “Connected To” field

< sack  Configure Interfaces

Basic Advanced

vNIC#
Name External f2=]
Type nternal @) Uplink

Connected To @ :‘;>

Connectivity Status Disconnected
Configure Subnets
+ ADD

Primary IP Address Secondary IP Addresses Subnet Prefix Length

| CANCEL ’

For the External network, click on the Distributed Virtual Port Group tab and then selecting the port group used

for external access. Click OK.

¢ Back Select Network

Logical Switch Standard Port Group Distributed Virtual Port Group

Q176
Name Type

° & DVS-VLAN-176 Distributed Virtual Port Group

o] I
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9. Once the network is chosen, select the (+ Add) hyperlink under Configure subnets to add the appropriate 1P

address and subnet configuration to the interface.

¢ Back Configure Interfaces

Basic Advanced

VvNIC#

Name

Type

Connected To

Connectivity Status

Configure Subnets

+ ADD

Primary IP Address

External =]

nternal @) Uplink

DVS-VLAN-176

Secondary IP Addresses

Subnet Prefix Length

e | I

10. In the Add Subnet dialog box, enter the appropriate IP address and Subnet prefix length, and click OK.

{ eack Configure Interfaces

Basic Advanced

vNIC#

Name External

Type nternal @ Uplin

Connected To *

Connectivity Status
Configure Subnets

+ ADD

Primary IP Address

10.105.176.2

Secondary IP Addresses

Subnet Prefix Length
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11. This will bring you back to the Configure interfaces dialog box. For each of the three interfaces required for this
deployment scenario, add and configure the appropriate subnets and switch type, according to the table below

and look like the final picture below with your datacenter information.

Network Name [Type Network Type IP Address Connected To

External Uplink Distributed Virtual Port Group  [10.105.176.2/24 DVS-VLAN-176

WebTier Internal Logical Switch 10.0.1.1/24 \WebTier

AppTier Internal Logical Switch 10.0.2.1/24 AppTier

DBTier Internal Logical Switch 10.0.3.1/24 DBTier

Table 19 NSX Edge network interfaces
Interfaces

vNIC# MName Type IP Address Connected To Connection Status Statistics
o] Externa Uplink 10.105.176.2/24 DVS-VLAN-176 @ Connected ol
1 WebTier Internal 10.0.1.1/24 WebTier @® Connected ol
2 AppTier Internal 10.0.2.1/24 AppTier @ Connected il
3 DBTier Internal 10.0.3./24 DBTier @ Connected ol

12. Once the interface settings are completed, the next step is to configure the default gateway settings. The
default gateway is our data center backbone router with the IP address of 10.105.176.1 on External vNIC that
we configured under the interface settings. If asked use the default MTU parameter unless the network is using
an MTU of a different size, such as jumbo frames. (Configuring a non-standard MTU that is inconsistent can

lead to unnecessary fragmentation of packets or black-holing of some traffic.) Click Next to continue.

New Edge Services Default Gateway

Gateway

1 Basic Details

2 Settings

3 Deployment Configuration
4 Interface

5 Default Gateway

Configure Default Gateway

wNIC *

Gateway IP *

Admin Distance

Enabled @D

External

10.105.176.1

1

CANCEL BACK NEXT
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13. HA settings can be left as default. Enable the “Firewall Default Policy” and check Allow for the Default Traffic
Policy. (This is for validation testing; firewall can be set to Deny instead however firewall rules will be required
on ESG to allow for traffic to flow from ESG/DLR and F5)

New Edge Services Firewall Default Policy X
Gateway
Firewall Default Policy Enabled () =]
1 Basic Details
Default Traffic Policy °Alow (_) Deny
2 Settings Logging Disabled (I

w

Deployment Configuration

'y

Interface

o

Default Gateway

@

Firewall Default Policy

CANCEL BACK NEXT

14. Review and click Finish to complete the deployment of the NSX Edge.

New Edge Services Review X
Gateway
v Details
1 Basic Details Name TOPO4-ESG
Tenant
2 Settings Size Compact
HA Disabled
3 Deployment Configuration
Automatic rule generation Enabled
A, (s v Edge Appliance VMs
5 Default Gateway
Cluster/Resource Pool Clusterl-wVDC
6 Firewall Default Policy Host
Datastore QMNAP-AllFlash
7 Review Folder
CcPU 1000 MHz
Memory 512 MB

v Interfaces

wkII« # Mama Tuna ID Addrace Fannartad Ta

CANCEL BACK m
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15. After the Creation of the ESG and the logical switches within vSphere, attach the Virtual Machines for each tier

16.

to their logical switches for network traffic. (This is an example of one of our AppTier VM’s attached to the

AppTier Logical Switch.

(f app-01 - Edit Settings 2) b

[ Virtual Hardware | VM Options | SDRS Rules

vApp Options |

» [ cPU - 9
» W Memory = =
» 3 Hard disk 1 16 E(ee |+

3 SCSI controller 0 VMware Paravirtual

» [l Network adapter 1 | vxw-dvs-32-virtualwire-20-sid-5002-A | - [ Connected

e TR R v:ov-cvs-32-virtualwire- 20-5ic-5002-AppTier (vCloud-DVS)
vCloud-DVS

s F (] + [ Floppy drive 1
v@ Cluster3-Compt E‘D Actions - app-01 Show more networks
g sjc-bd-esx-0 + [ Video card =
Power »
O sic-bd-esx-0 Guest 05 » | | ¥ s vMCI device
» 36 Multi-Tier-Ta Snapshots y | | » Other Devices
» 58 Multi-Tier-Ta [ Open Console » Upgrade [[] Schedule VM Compatibility Upgrade.
» 3 Multi-Tier-To F— |
igrate...
+ G Mt Tier T & 119 |
— Clone 4
L i Template :
3.app-02 . s
E‘anrm Fault Tolerance [
iy web-01 VM Policies »
i, web-02 -
&1 photon-mast Compatibility »
G RHCOS_ten  Export System Logs... New device: | T [~]

4 @ Cluster4-Compt By Edit Resource Settings...

- i Compatibility: ESXi 6.0 and later (VM version 11
» [ ClusterX-Rebuil & Edit Seftings . patibility ( ) oK Cancel |

If the “Firewall Default Policy” was set to Deny traffic in earlier configuration, a firewall rule must be created to
allow traffic to access the environment. (Currently can only be configured via vSphere Flex [FLASH] client) To
configure firewall rules Home - Network and Security - NSX Edges - Double Click on Edge (Topo4-ESG)
- Firewall Tab.

Adding Rules Click the (+) button and add appropriate firewall rule to allow the AppTier network talk to the
DBTier network over HTTP.

I TopodESG | X O ¥z &[] | {ShActions v

Summary  Monitor ‘ Manage |

| Settings ‘ Firewall ‘ DHCP ‘ DNS | NAT } Routing l Load Balancer \ VPN | SSL VPN-Plus | Grouping Objects | Advanced Senvices

Firewall Status: Started Stop

L ] [ x Hide Generated rules Hide Pre rules Search IE'
No. Name Type Source Destination Service Action

@1 firewall Internal ©vse any any Accept

@2 App-To-DB User ‘o AppTier = DBTier [LJHTTP Accept

@3 Default Rule Default any any any Deny
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BIG-IP Configuration

The validation of this topology is currently configured on a single device. The base network configuration consists of
configuring the VLANSs and assigning them to an interface as well as creating the appropriate self IP addresses for each
of the network segments. For production deployments, F5 recommends that two BIG-IP devices be configured in an HA

configuration.
Prerequisites

e  BIG-IP Version 13.1 and above.

e The BIG-IP is configured with a management IP address in the proper subnet.
e Licenses have been applied and activated.

e Appropriate provisioning of resources is complete.

e  Base configuration of services DNS, NTP, SYSLOG are configured.

e BIG-IP Interface 1.1 or an available interface that is connected is wired to a physical or virtual switch (trunk)
configured to support 802.1Q tagging of traffic. In our specific use case this is VLANs 50, 102 and 176.

For info on how to perform these installation and basic setup steps, refer to http://support.f5.com and consult
the appropriate implementation guide for your version and device.
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Create VLANSs
1. From the Main tab of the BIG-IP Configuration Utility navigation pane, expand Network and select VLANSs.
2. Inthe upper right corner, click Create.
| Cluster Enabled
| Siot 1: Active.
| standalone
i/_,d Statistics. 7 Vl;N List \’L;-N
@ o ] Isearch/[Reset Search| Create... |
@ Wizards vl |~ Name |  Application | < Tag | = Customer Tag | Untagged Interfaces | Tagged Interfaces | < Parttion / Path |
| No records to dispiay.
&3 ons [Deets
() Local Traffic
) Traffic nteligence
(7% Acceleration
) Access
5 Device Management
‘ Shared Objects
£ Network
Routes
Self IPs
Packet Filters
Quick Configuration
Trunks
Tunnels
Route Domains
3. Inthe New VLAN menus,

a. Under General Properties, enter a unique name for the VLAN. In this example, we used External.
In the Tag field, enter the External VLAN ID in this example, our VLAN is 176.
Under Resources, for Interface, select 1.1 (or use interface that allows 802.1q tagging)

Select Tagged and then click the Add button below it.

® 2o o

Select Repeat to continue.

Network » VLANs : VLAN List »» New VLAN...

‘General Properties

Name | External
Description ‘
Tag 176
Customer Tag None v
Resources
Interface:| 1/1.10 v |
Tagging: | Tagged v |
(TisiEes 1/1.1 (tagged,service)
Delete
C ion: | Basic v
Source Check o
MTU 1500 h
sFlow
Polling Interval Default v |
Sampling Rate | Default ¥ |
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4.

In the New VLAN Menus

a. Under General Properties, enter a uniqgue name for the VLAN. In this example, we used VTEP.

b. Forthe Tag, enter the VTEP VLAN ID in this example, our VLAN is 50.

c. Under Resources, select the Interface 1.1 (or use interface that allows 802.1q tagging)

d. Select Tagged and click the Add button below it.

e. Inthe MTU Field make sure to enter the MTU of your VTEP Network in our use case it is 1600
This is the network that the ESXi vmkernel and Overlay uses to communicate over VXLAN

f.  Select Repeat to continue.

Network » VLANS :VLAN List »» New VLAN...

General Properties

Name VTEP B
Description
Tag 50
Customer Tag Mone v
Resources

Interface: | 1/1.10 v
Tagging: | Tagged v

Add

Interfaces 1/M1.1 (tagged,service) N

Edit || Delete

Configuration; | Basic ¥

Source Check

MTU 1600

sFlow [

S
Poliing Interval Default v
Sampling Rate Default =

| Cancel || Repeat || Finished |
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3.

In the New VLAN Menus

a. Under General Properties, enter a uniqgue name for the VLAN. In this example, we used NSX-CTRL.

For the Tag, enter the NSX-CTRL VLAN ID in this example, our VLAN is 102.

Under Resources, select the Interface 1.1 (or use interface that allows 802.1q tagging)
Select Tagged and click the Add button below it.

Click Finished to proceed.

Validate the VLAN configuration against the image below.

-~ 0 oo o

Network :» VLANs : VLAN List »» New VLAN...

General Properties

Name | nsx-cTRL
Description |
Tag 102
Customer Tag | None v
Resources
Interface: | 1/11.10 ¥ |
Tagging. |Tagged v |
Add
(s 1M1.1 (tagged, service) -
Delete
Configuration: | Basic v
Source Check ]
MTU 1500]
sFlow
Polling Interval | Default v |
Sampling Rate | Default v |

Network » VLANs : VLAN List

¥+ ~ | VLAN List VLAN Groups
—

| search Create.. |
[¢/]| « Name ’ < Application ‘ + Tag ‘ % Customer Tag | Untagged Interfaces | Tagged Interfaces ‘ + Partition / Path
) External 176 maa Common
NSX-CTRL 102 na Common
| VTEP 50 nma Common
| Delete... |
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Configure Self IP Addresses

Self IP addresses are logical interfaces that allow the BIG-IP to participate in the networks for which they are configured.

They also are useful for functions such as SNAT to ensure symmetric traffic patterns.

1. On the Main tab of the BIG-IP navigation pane, click Network and then click Self IPs.
2. In the upper right corner of the screen, click the Create button.

NS e Apr 1,2 se e —
192.168.14.22 T ) Roe parton A o

| Cluster Enabled
| Slot 3: Active

| standalone

Network » Self IPs.

/g statistics 2 - SelfIP List
=) iApps
B d ‘Search | Create...
() wizares [} + Name | < Application  + IP Address | + Netmask |+ VLAN / Tunnel | < Traffic Group | + Partiion / Path
P No records to display.
| L’j LS Delete.._ |
| G Local Tratfic

4@ Traffic Intelligence
|(£3%) Acceteration

) Access
‘ =) Device Management

Wy Shared Objects

£2) Network
Interfaces
Routes
Self IPs

Packet Filters

3. In New Self IP Menus

a. Type a unique name in the Name box. In this example, we used “External-Self’ (without double

quotes).

b. Inthe IP address box, provide the IP address for the External network, in our example, we used

10.105.176.10.

For the VLAN/Tunnel, select External from the dropdown box.
Use the default settings (Allow None) for Port Lockdown and Traffic Group.

-~ o a0

Click the Repeat button to continue

Network » Self IPs ;> New Self IP...

Configuration
Name External-Self @
IP Address | 10.105.176.10
Netmask | 255.255.255.0
VLAN / Tunnel | External v |
Port Lockdown [ Allow None v
e
Service Policy | None v |

| Cancel || Repeat || Finished |

Provide the appropriate subnet mask in the Netmask box. In this example, we used 255.255.255.0.
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4. In New Self IP Menus
a. Type a unique name in the Name box. In this example, we used “NSX-CTRL-IP” (without double
quotes).
b. Inthe IP address box, provide the IP address for the WebTier network, in our example, we used
192.168.2.250
Provide the appropriate subnet mask in the Netmask box. In this example, we used 255.255.0.0
For the VLAN/Tunnel, select NSX-CTRL from the dropdown box.

Use the setting (Allow Default) for Port Lockdown and the default setting for Traffic Group.

-~ o a 0

Click the Repeat button to continue

Network » SelfIPs » New Seif IP...

Gt ) i

Name NSX-CTRL-Self @

IP Address 192.168.2.250

Netmask [ 255.255.00

VLAN / Tunnel NSX-CTRL v
Port Lockdown Allow Default ¥
e g e
Service Policy None v

| Cancel || Repeat || Finished |

5. In New Self IP Menus
a. Type a unique name in the Name box. In this example, we used “VTEP-Self’ (without double quotes).
b. Inthe IP address box, provide the IP address for the External network, in our example, we used
192.172.50.81
Provide the appropriate subnet mask in the Netmask box. In this example, we used 255.255.255.0
For the VLAN/Tunnel, select External from the dropdown box.
Use the default settings (Allow None) for Port Lockdown and Traffic Group.

-~ o a 0

Click the Finished Button to complete the configuration

Network » Self IPs » New Self IP...

Configuration
Name ; | vTEP-Self B]
IP Address ‘ 192.172.50.81
Netmask ‘ 255.255.255.0
VLAN / Tunnel 1 VTEP v
Port Lockdown ‘ Allow None v
et o oo
Service Policy i None v

| Cancel || Repeat || Finished |
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6. Validate the VLAN configuration against the image below.

Network » Self IPs

Self IP List

o~

F ||Search
| = Name + Application | + IP Address | + Netmask # VLAN / Tunnel | = Traffic Group | + Partition / Path
[l External-Self 10.105.176.10 255.2556.265.0 External traffic-group-local-enly Common
[l NSX-CTRL-Self 192 1682250 25525500 NSX-CTRL traffic-group-local-only Common
| VTEP-Self 192.172.50.81 255.255.255.0 VTEF traffic-group-local-only  Common
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Create Pools

Prior to creating the OVSDB connection, we will create the pools for the App and Web Tier machines to validate that
there is no connectivity to them prior to the configuration.

1. From the Main tab of the BIG-IP Configuration Utility navigation pane, expand Local Traffic and select Pools >
Pool List.

2. In the upper right corner of the screen, click the Create button.

Local Traffic » Pools :

Pool List

£ o 308

@DNS @JBMS'AName
No records to display.
[ Local Traffic “Delete.. |
Network Map
Virtual Servers
Policies
Profiles
Ciphers
iRules
s O
Nodes Statistics “

Local Traffic » Pools : Pool List

7+ +~ Pool List Statistics

[ ||Search| Reset Search| | Create...
[v] | |~ | status | ~ Name = Description | + Application | Members | + Partition / Path
No records to display.

| Delete.._
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3. Inthe New Pool menus
a. Type a unique name in the Name box. In this example, we used “WebTier-Pool” (without double quotes).
b. In the Health Monitors select gateway_icmp from the Available slot and move it into the Active slot.
c. Inthe Load Balancing Method select Round Robin
d. Inthe New Members Field
i. (Optional) Enter a Unique Node name for the Web Server.
ii. Enter the Address for one of the Web Servers. In this example we used 10.0.1.11
iii. Enter the Port for the same Web Server. In this example we used 443
iv. Click the Add Button
V. Repeat steps (i-iv) for any additional Web Servers. In this example we had 10.0.1.12 as well

e. Click Finished to complete.

Local Traffic »» Pools : Pool List » New Pool...

Configuration: | Basic d

Name WebTier-Pool B
Description
Active Available
ICommaon . ICommon
f gateway_icmp << http
Health Monit:
fabha hitp_heat_f5
== https
https_443 -
Resources
Load Balancing Method Round Robin A
Priority Group Activation Dizahled v

® New Node ' New FQDN Node ' Mode List
MNode Name: (Optional)

Address: [ 10.0.1.12) |
Service Port:| 443 Select... v
Add

MNew Members

Mode Name | Address/FODN | Service Port | Auto Populate | Priority

10.0.1.11 10.0.1.11 443 0
10.0.1.12 10.0.1.12 443 0
Edit || Delete

| Cancel || Repeat || Finished |
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4. Inthe New Pool menus
a. Type a unique name in the Name box. In this example, we used “AppTier-Pool” (without double quotes).
b. In the Health Monitors select gateway_icmp from the Available slot and move it into the Active slot.
c. Inthe Load Balancing Method select Round Robin
d. Inthe New Members Field
i. (Optional) Enter a Unique Node name for the App Server.
ii. Enter the Address for one of the App Servers. In this example we used 10.0.2.11
iii. Enter the Port for the same App Server. In this example we used 8443
iv. Click the Add Button
V. Repeat steps (i-iv) for any additional App Servers. In this example we had 10.0.2.12 as well

e. Click Finished to complete.

Local Traffic » Pools : Pool List »» New Pool...

Configuration: | Basic

Name | AppTier-Pool @
Description
Active Available
ICommon - ICommon -
6 teway_icmp < http
Health Manitors g8 |_|
http_head_i5
== https
v https_443 -
Resources
Load Balancing Method Round Robin v
Priority Group Activation Disabled T

®) New Node '/ New FQDN Node ' Node List
Mode Name: {Optionaly
Address: | 100212 |
Service Port:| 8443 Select... v
Add

Mew Members

Node Name | Address/FQDN | Service Port | Auto Populate | Priority

10.0.2.11 10.0.2.11 8443 0
10.0.2.12 10.0.2.12 8443 0
Edit || Delete

| Cancel || Repeat || Finished |

5. Validate the Pool configuration against the image below. (The Pools should be in an Offline (Enabled) state —

Red Diamond). This is due to pool members not being able to communicate via the F5 until the remainder of

the configuration is completed.

Local Traffic »» Pools : Pool List

Pool List

e Statistics

* |Search| Create...
| |+ Status ‘A Name + Descri| =T ] | ‘ “ Partition / Path
@ AppTier-Pool 2 Common
9 WebTier-Pool 2 Comman

Delete.
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Create Route Domain

Prior to creating the OVSDB connection we will create a route domain for the VXLAN Traffic, this is required prior to

creating an OVSDB connection using BFD.

1. From the Main tab of the BIG-IP Configuration Utility navigation pane, expand Network and select Route

Domains.

2. In the upper right corner of the screen, click the Create button.

[ wan | teo | oot

/el statistics

@ Acceleration

g Device Management

‘ Shared Objects

@ Network

Interfaces

Routes

Self IPs

Packet Filters

Quick Configuration

Trunks

Tunnels

Route Domains

Network » Route Domains
# - Route Domain List

|=Name

‘ < Application | % ID ‘ Partition Default |= Description | < Parent Name ‘ VLANs

| Protocols | + Partition / Path

o

0

Yes

External, VTEP, NSX-CTRL, socks-tunnel, hitp-tunnel

Common
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3. Inthe New Route Domain menus
a. Type a unique name in the Name box. In this example, we used “RD-200" (without double quotes).

b. Enter the route domain number in the ID box. In this example, we used “200” (without double quotes).

c. Inthe Dynamic Routing Protocols Field. Select BFD from the available menus and move to the Enabled

menus.

d. Click the Finished button.

Network » Route Domains » New Route Domain...

General Properties

Name RD-200 8]
D [200 |
Description
Configuration
Strict Isolation ¥ Enabled
Parent Name None v
Members: Available:
4| [iICommon -
VLANs | =< http-tunnel
| socks-tunnel
&3]
~ Enabled: ~ Available:
BFD - BGP -
ic Routing Protocol FI e
Dynamic Routing Protocols — |osPFv2
|>>| |oSPFv3
v PIM |
Bandwidth Controller None v
Connection Limit |0
Eviction Policy None

| Cancel || Repeat || Finished |

4. Validate the Route Domain configuration against the image below.

Network » Route Domains
¥+ ~ | Route Domain List

| Create... |
v ] + Name 1 + Application \ <D ‘ Partition Default | + Description ‘ + Parent Name ] VLANs ‘ Protocols [ - Partition / Path
I 0 0 Yes External, VTEP, NSX-CTRL, socks-tunnel, hitp-tunnel Common
_| RD-200 200 BFD Common
[ Delete... |
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Create OVSDB Configuration

This section goes through enabling the OVSDB connection from the F5 to NSX-V and vSphere.

1. From the Main tab of the BIG-IP Configuration Utility navigation pane, expand Configuration and select

OVSDB.
I Main Im Network » Route Dom
Al statistics 1+ ~ Route Domain Lis
@ iApps
@ DNS [v| | = Name
S0

(=) Local Traffic O RD-200
Acceleration IMLX
Device Management
‘_. Shared Objects
£2) Network
System

Clusters Local Traffic

File Management AWS

Cartcate Managemen
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2. Inthe OVSDB Configuration menus
a. Inthe General Properties section
i. OVSDB - Select Enable
ii. Controller Addresses — Enter the Addresses of the NSX Controllers clicking add after
entering each one. In this example we used 192.168.2.45, 192.168.2.46, 192.168.2.47
iii. Tunnel Local Address — This is the VTEP-Self IP address used to communicate to the
Overlay and VTEPs to the other ESXi Hosts. in this example we used 192.172.50.81
iv. Leave all other defaults in General Properties Menus.
b. In the Credentials section
i Certificate File — Select Certificate used to communicate to NSX Controllers. In this example
we used the default certificate deployed with the F5 BIG-IP (default.crt).
ii. Certificate Key File — Select the Key used for the certificate listed in Certificate File. In this
example we used the default certificate key deployed with the F5-BIG-IP (default.key)
iii. CA Certificate File — Select NONE
c. Inthe BFD Settings section.
i. BFD — Select Enable
ii. Route Domain — Select the Route Domain previously created
d. Click the Update Button.

System » Configuration : OVSDB
1+ - | Device ~ | Local Traffic v | AWS ~ OVSDB

General Properties

OVSDB | [Enable v
I [ [Add
192.168.2.45
Controller Addresses 192.168.2.46
192.168.2.47
[Edi Delete
Flooding Type ‘ Replicator v
Logical Routing Type | 'None v
Port ‘ 6640
Tunnel Local Address ‘ 192.172.50.81
Selected Available

Tunnel Floating Addresses Sl

Tunnel Maintenance Mode ‘ Active v

\ Log Level ‘ Info v
Credentials

| Certificate File ‘ default.crt v
| Certificate Key File ‘ defaultkey v
| CA Certificate File ‘ None v
| |

BFD Settings

BFD ‘ Enable v

Route Domain |[RD-200 v
| Update |
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3.

Validate the creation of the Tunnels and Self IP for the OVSDB configuration.

a.

In the Main menus, expand Network and select Tunnels.

f main
II—% Statistics
@ iApps
@ DNS

) Local Traffic

Acceleration

@ Device Management
‘_ Shared Objects

£2) Network

Interfaces

Routes

Self IPs

Packet Filters
Quick Configuration

Trunks

Tunnels

Network » Tunnels : Tunnel List

Tunnel List Profiles

-2

| Create... |
[ |  Name = Application | + Profile * Local Address | = Remote Address | = Key | = Partiion  Path
| [ nttp-tunnel tep-forward = E 0 Common
I _J ovsdb_bfd_tunnel vxlan-ovsdb-no-flooding 192.172.50.81 any 0 Common
I [ socks-tunnel tep-forward 2 = 0 Common

| Delete... |

In the Main menus, expand Network and select Self IPs.

I Main e TR
/v statistics

iApps

&) ons

Local Traffic

Acceleration

—

Device Management

‘ Shared Objects

£2) Network

Interfaces

Routes

Self IPs

Network » Self IPs

Self IP List

E - R

I ||search| | Create... |
IZA I + Name + Application < IP Address + Netmask + VLAN/Tunnel @+ Traffic Group + Partition / Path
() External-Self 10.105.176.10 255.255.255.0 External traffic-group-local-only Common
NSX-CTRL-Self 192.168.2.250 255.255.0.0 NSX-CTRL traffic-group-local-only Common
J VTEP-Self 192.172.50.81 255.255.255.0 VTEP traffic-group-local-only Common
() ovsdb_bfd_tunnel_selfip 192.172.50.81%200 255.0.0.0 ovsdb_bfd_tunnel traffic-group-local-only Common
Delete...
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Export Certificate

Next we will need to export the certificate used in the previous section for the vSphere NSX and BIG-IP OVSDB

communication to work correctly.

1. From the Main tab of the BIG-IP Configuration Utility navigation pane, expand System then go to Certificate

Management > Traffic Certificate Management - and select SSL Certificate List.

s Statistics
iApps

@ DNS

(@) Local Traffic

@ Acceleration

Device Management

‘_ Shared Objects

E2) Network
System

Configuration

Clusters

File Management
Certificate Management
Disk Management
Software Management
License

Resource Provisioning

Platfarm

Network » Self IPs

Self IP List

5~

[ | [search|
[v] 1 < Name

External-Self
NSX-CTRL-Self
VTEP-Self

ovsdb_bfd_tunnel_selfip

| Delete... |

» | Traffic Certificate
Management

) s O
Bundle Manag

Device Certificate List
Management
OCSP
CRL
CRL Files

2. Select the certificate used in previous section for configuring OVSDB.

1y - Traffic Certificate Management ~

System » Certificate Management : Traffic Certificate Management : SSL Certificate List

Device Certificate Management ~

‘x

||search|

In our example we used default.

[Import... || Create... |

@J:Smus 4 Name

+ Contents = Key Security

+ Common Name

+ Organization | = Expiration | = Partition / Path

7] ca-bundie
(5] default
f5-ca-bundie

o 5-irule

Certificate Bundie
RSA Certificate & Key Normal
RSA Certificate Entrust Root C

RSA Certificate support.f5.com

localhost localdomain

Dec 31, 2029 - Oct 6, 2046  Common

MyCompany  Jul 13, 2029 Common
ertificati... Entrust, Inc. Dec 7. 2030 Common
F5Networks  Jul 18, 2027 Common

| Archive... || Delete OCSP Cache...

|| Delete... |
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3. Inthe selected certificate’s Certificate sub-menus, click the Export button. (Edited for data protection)

System » Certificate Management : Traffic Certificate Management : SSL Certificate List > default.crt

Certificate Certificate Signing Request | Instances

-

General Properties

Name default.crt
Partition / Path Common
Certificate j in, MyCompany
Certificate Properties
Public Key Type RSA
Public Key Size 2048 bits
Expires Jul 14 2029 05:21:54 GMT
Version 3
Serial Number 301008114
Fingerprint SHA256/4C:
Common Name: localhost localdomain
Organization: MyCompany
Sublect E;vc'::x; geaﬂle
State Or Province: WA
Country: us
Issuer Self
Email root@localnost.localdomain
Subject Alternative Name
[ Export... || Renew... |

4. Inthe Certificate Text field, copy the entire string and paste into a notepad or text editor application file for later

configuration. (Edited for data protection)

System » Certificate Management : Traffic Certificate Management : SSL Certificate List »» default.crt

Certificate Export
———-BEGIN CERTIFICATE
MIIDrjCCApagAwIBAGIEEFEES ANBgka]
VWM CZzAJBGNVBAGTA 1 dBMRAWDG YDVOQH
Certificate Text
Certificate File [Download default.crt
Cancel |
" Untitled - Notepad - m] X

File Edit Format View Help

MIIDrjCCApagAwIBAgIEEFEES]ANBgkqhkiGOw@BAQs FADCBmDELMAKGALUEBHhMC
VWMxCzAJBeNVBAeTAldBMRAWDYDVOOHEWd TZWF@dGx 1IMRIWEAYDVOOKEw1NeUNy

gCOHMZptjvRtyzQBgSNrd4abFCZRLobzAn+wHgQvmxH1QCdtfnul6gNZR1yEDZGPyY
u/xekCqlsyKzIviquz74mohdvL2h@H2ix1TXsifBsWPgTdaZPt3eSglzoRBIo6CX
z69zQLrod4H906wAtbsFBieX6+6+fpXuBeYTsqluBMPczXg==

————— END CERTIFICATE-----

Windows (CRLF)  Ln 23, Col 1 100%
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Configure NSX-V Hardware Device in vSphere

Next we will need to configure the Hardware VTEP within vSphere (Currently this configuration can only be found in the

Flash Client).

1. From the Main Menus of the vSphere Web Client (Flash) console, select the Home Icon and select Networking

and Security.

2. Inthe left-hand menus, select Service Definitions - Hardware Devices and click on the Green Plus (+) under

Hardware Devices.

s phere =le
) {2} Home Ctrl+Alt+1
Navigato

LA [J Hosts and Clusters Cirl+Alt+2
[3 VMs and Templates Clri+Alt+3
Networking & Security = Storage Ctrl+Alt+4
@ NS¥ Home €3 Networking Cirl+Ali+5
ga Dashhboard Content Libraries Ctrl+Alt+6
@ Installation and Upgrade Global Inventory Lists Ctri+Alt+7

& Senice Definiions

" Logical Switches
% NSXEdaes

[ Policies and Profiles
@, Update Manager

%7 Nelworking & Security

vmware* vSphere Web Client  #=

Updated at 3:05FPM ) | | Launch vSphere Client (HTML5) | | mmabis@bdf5.com ~ | Help

f Navigator  §

Service Definitions

(]

Networking & Security

5 NSX Home

&% Dashboard

{g# Installation and Upgrade
" Logical Switches

I NSXEdges

« Security

J-[ Semvice Composer
M Firewall
3 Firewall Settings
@Apphcaﬁun Rule Manager @
FF, SpoofGuard

7 Groups and Tags

~ Tools
‘i Logical Switches
Flow Manitoring
[34 Endpoint Monitoring
&9 Traceflow
“m> Packet Capture
£l Support Bundle
(3] IPFIX

« System
B Users and Domains

E Events

Services  Service Managers | Hardware Devices

NSXManager: [ 192168240 |~ |

Hardware Devices

+

MName Management IP Address Connectivity

This list is empty.

Replicafion Cluster

Hosts

BFD Configuration

Status + Enabled

Probe interval 300 ms

BFD Enabled

-.. Objects
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In the Hardware Device menus
a.
nsx-bip.bd.f5.com.

(Optional) enter a description for the device.
In the Certificate field, paste the certificate data that was copied from the previous section in the notepad

or text editor file.

Click the OK button when completed.

Add Hardware Device

Ensure that Enable BFD checkbox is checked.

Mame: # | nsx-hip.bd.f5.com

Description:

Ceriificate: =

269201 ro4HI0BWAlbs FBieX5+6+pXuBeYTsglu
OMPczXg==
——END CERTIFICATE—

[+ Enable BFD

[ ok ][ cancel |

4. Validate that the Hardware device connectivity is Up

NOTE: If connectivity is not up refresh page, and if still not up go to Troubleshooting section at the end

of this document.

Service Definitions

Services  Service Managers | Hardware Devices

Enter a unique name for the hardware device. In our example, we used the FQDN of the BIG-IP

NSX Manager: | 192168240 |~ |

Hardware Devices

+ | &/ X @ | gactions ~

Mame Management IP Address

|| ns¥-bip.bd.f5.com 192.168.2.250

Connectivity

Up

0
q

il
o
m

nabled

1 Objects [ Copy~
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5. Inthe Replication Cluster section, click the Edit button.

Service Definitions

Services  Service Managers | Hardware Devices

NSXManager: [ 192.168.2.40 | =)

Hardware Dewvices

4+ |/ X @ | GhActons v (@ Filter ~|
Name Management IP Address Connectivity BFD Enabled

| nsx-bip.bd.f5.com 192.168.2.250 Up v

“ >
M 1 Objects [ Copy ~

Replication Cluster Edit

Hosts

6. Select the replication nodes to participate in the replication cluster. In our example we selected all of the hosts
and moved them from Available Objects to Selected Objects and clicked the OK button.

Edit Replication Cluster C i ©

Select replication nodes to participate in replication cluster.

(@Frer ) (QFter  ~
Available Objects Selected Ohjects
v @ v [§ sic-bd-esx-108.bd f5.com
v g v [§ sic-bd-esx-107.bd.f5.com
v @ v [§ sicbd-esx-106.bdf5.com
v g & v [g sic-bd-esx-105.bd.f5.com
v @ v [§ sicbd-esx-103.bdf5.com
| - v [ sic-bd-esx-102.bd 15 com
v g v [§ sicbd-esx-018.bd 5 com
v @ v [@ sic-bd-esx-017.bd.f5.com
gitems [3Copy~ gitems [3Copy~
ok | [ cancel |

7. Once completed the Replication Cluster hosts will be populated.

Replication Cluster Edit

Hosts  [B)) sic-bd-esx-106 bd f5.com [3)) sjc-bd-esx-105 bd f5.com [g)) sjc-bd-esx-107 bd f5.com [3)) sjc-bd-esx-102 bd f5.com [g)) sjc-bd-esx-01
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Configure NSX-V Logical Switch to Hardware VTEP.

Next we will need to configure the Logical Switches within vSphere, this allows there to be a mapping and tunnel
creation from the NSX Nodes to the Hardware VTEP. In this scenario, we will be binding the Web and App Tier
networks to the BIG-IP,

1. From the Main Menus of the vSphere HTML5 Client console select the Menu dropdown and select Networking
and Security.
2. Inthe left hand menus select Logical Switches.

vm vSphere Client Menu
Networking and Security m Home ~tr] + alt + home
i
£ Dashboard & Shortcuts -trl + alt + r

@ Installation and Upgrade

[ Hosts and Clusters otrl + alt + 2
ESRERESaes @ VMs and Templates ctrl + alt + 3
« Security B L
U Service Composer l Sl R (
Bl Firewa & Networking ctrl + alt + 5
B3 Firewall settings [ Content Libraries ctl +alt+6 |
[ Appiication Rule Manager [E Global Inventory Lists ctrl + alt + 7
FE spoofGuard '
@7 Groups and Tags [& Policies and Profiles |
~ Tools Auto Deploy

[ Fiow Monitoring vRealize Operations

B8 Traceflow

(T NGRS

Metworking and Security !
® Packet Canture o

Logical Switches

NSX Manager: B 192.168.2.40 | Standalone v

+ ADD
Logical Segment 1 Name Status Transport Zone Connect
Switch ID D VMs
[tatres 2001 2B WebTier ® Normal == Transit2-Net &
:\"r“tuai'.-‘:ire- 5002 T AppTier @ Normal == Transit2-Net 7
20
yrualwire- 2003 32 DBTier ® Normal == Transitz-Net 3
2
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3. Select the WebTier Logical switch go to the Actions pull down and select Manage Hardware Bindings.

Logical Switches

NSX Manager: BB 192.168.2 40 | Standalone v

+ ADD A EDIT [l DELETE & ADDVM R REMOVEVM {5 ACTIONS v
Logical Segment 7 Name . . . Status Transport Zone Connected Hardware
Switch ID D Manage Hardware Bindings VMs Ports
Binding
Connect Edge
° ;,;rtua\‘mre- 5001 B WebTier @ Normal = Transit2-Net 6 0
:’-_\tL alwire- 5002 s AppTier ® HNorma = Transit2-Net 7 o
20
:'1 tualwire- 5003 % DETier & MNorma = Transit2-Net 3 (o]
2

4. In the Manage Hardware Bindings menu for the WebTier Logical switch, expand the BIG-IP and click the
(+ Add) link

Manage Hardware Bindings | WebTier X

+ nsx-bip.bd f5.com (O Bindings)

+ ADD

Switch Port VLAN

] -

5. Click the Select link in the Port section

Manage Hardware Bindings | WebTier X

~ nsx-bip.bd.f5.com (1 Bindings)

Switch Port VLAN

nsx-bip.bd.f5.com Select Port Select >

CANCEL
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6. Depending on the device used (Physical or VE) there could be Physical links (1/1.1, 1/1.2, etc.) and logical
local networks (localO, locall, local2, local3). In our example we will be using Local logical networks, Select
local0 and click OK

Specify Hardware Port e

Select Hardware Port for attaching it to the Logical Switch.
Selected: & localo

Q) Searc

Name

® & |ocalo
= jocal
= 1ocal2

& 1ocal3

7. Inthe VLAN section enter a normal VLAN Number (0-4095), this has to be a unique number for each logical
switch due to a VMware limitation requiring a VLAN. The BIG-IP will ignore the VLAN as it does
termination of the VXLAN.

In our example we entered VLAN 0 for LocalO Port for WebTier and click OK.

Manage Hardware Bindings | WebTier X

nsx-bip.bd.f5.com (1 Bindings)

+ app 1 DELETE
Switeh Port VLAN
©  |hsxcbipbd f5.com localo Select 0 8

8. Back in the Logical Switches menus, the Hardware Ports Binding column for the selected logical switch will
have increased to 1 or by 1. See picture below for WebTier shows 1 binding before it said 0.
Logical Switches

NSX Manager: F 192.168.2.40 | Standalone v

+ ADD

Logical Segment 1 Name Status Transport Zone Connected Hardware

Switch ID D VMs Ports
Binding

virtualwire- 5001 T WebTier © Normal == Transit2-Net 6 1

virtualwire- 5002 B AppTie ® Normal = Transit2-Net 7

20

vir 5003 & DBTier @ Norma = Transit2-Net

2
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9. Select the AppTier Logical switch go to the Actions pull down and select Manage Hardware Bindings.

Logical Switches

NSX Manager: '%; 192.168.2.40 | Standalone v

+ ADD S EDIT  [i] DELETE & ADD VM X REMOVE VM
Logical Segment 1 Name
Switch ID ID
virtualwire- 5001 T WebTier
° virtualwire- 5002 .E AppTier
20
virtualwire- 5003 & DBTier

21

8% ACTIONS v

Manage Hardware Bindings

Connect Edge

Status

@ MNormal

@ Normal

& Norma

Transport Zone Connected
VMs

== Transit2-Met 6

&= Transit2-Net 7

= Transit2-Net

10. In the Manage Hardware Bindings menus for the AppTier Logical switch, expand the BIG-IP and click the

(+ Add) link

Manage Hardware Bindings | AppTier

< nsx-bip.bd £5.com (O Bindings)

+ aDD

% Switch Port

11. Click the Select link in the Port section

Manage Hardware Bindings | AppTier

~ nsx-bip.bd.f5.com (1 Bindings)

W DELETE
Switch Port

©  nsxoipbdiscom select Port

VLAN

Select

VLAN

CANCEL

Hardware
Ports
Binding

1

155



INTEGRATION GUIDE
VMware NSX for vSphere (NSX-V) and F5 BIG-IP

12. Depending on the device used (Physical or VE) there could be Physical links (1/1.1, 1/1.2, etc.) and logical
local networks (localO, locall, local2, local3). In our example we will be using Local logical networks, Select
local0 and click OK

Specify Hardware Port X

Select Hardware Port for attaching it to the Logical Switch.

Selected: & localo
Name

® & jocalo

= 1ocal2

B iocal3

13. In the VLAN section enter a normal VLAN Number (0-4095), this has to be a unique number for each logical
switch due to a VMware limitation requiring a VLAN. The BIG-IP will ignore the VLAN as it does
termination of the VXLAN.

In our example we entered VLAN 1 for LocalO Port for WebTier and click OK.

Manage Hardware Bindings | AppTier X

nsx-bip.bel.£5.com (1 Bindings)

+ ADD il DELETE

Switch Port VLAN
O [nsxbipbarscom localo select 1] g
“

14. Back in the Logical Switches menus, the Hardware Ports Binding column for the selected logical switch will
have increased to 1 or by 1. See picture below for WebTier shows 1 binding before it said 0.

Logical Switches

NSX Manager: ‘—ﬁ 192.168.2 40 | Standalone v

+ ADD L EDIT [l DELETE & ADD VM R REMOVE VM {8 ACTIONS v

Logical Segment 1 = Name Status Transport Zone Connected Hardware

Switch ID ID VMs Ports

Binding

© virtualwire- 5001 B WebTier @ Normal = Transit2-Net 6 1

19

virl 5002 m AppTier ® Normal == Transit2-Net 7 1

20

virtualwire- 5003 % DBTier @ Normal = Transit2-Net 3 0
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5.

15.

Once completed, validate that the tunnels are created on the BIG-IP. From the Main tab of the BIG-IP

Configuration Utility navigation pane, expand Network then go to Tunnels - and select Tunnel List.

Network »» Tunnels : Tu

1% - Tunnel List

@ DNS |‘ Name

) hitp-tunnel

Local Traffic

) owsdb_bfd_tunnel

Acceleration || socks-tunnel

] t-03b264c5-9540-36€

@ Device Management
) t-415585bd-389b-39¢

W Shared Objects
£2) Network

Interfaces

Routes

Self IPs

Packet Filters

Quick Configuration

Trunks
Tunnels » | Tunnel List &
Route Domains Profiles ‘h

Each NSX vxlan-ovsdb tunnel will have a unique GUID for each Segment ID (This GUID is generated by NSX
and cannot be changed or controlled). To verify which Segment ID is associated to which GUID look at the
Key Section in the Tunnel List. In this example Key 5001 and Tunnel (t-03b26...) is for WebTier and Key 5002

and Tunnel (t-41558...) is for AppTier

Network » Tunnels : Tunnel List

Tunnel List Profiles

- 2

| Create...

(/]| « Name < Application | + Profile * Local Address | = Remote Address | * Key [ * Partition / Path
_| http-tunnel tcp-forward = ] 0 Common
ovsdb_bfd_tunnel vxlan-ovsdb-no-flooding 192.172.50.81 any 0 Commen
] socks-tunnel tcp-forward 2 5 0 Common
] 1-03b264c5-9540-3666-a34a-c75d828439bc vxlan-ovsdb 192.172.50.81 any 5001 Common
) 1-415585bd-389b-3965-9223-807d77a96791 vxlan-ovsdo 192.172.50.81 any 5002 Common

Delete... |
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Create Self-IP for OVSDB Tunnels

Next we will need to configure the Self IPs for the OVSDB Tunnels to allow direct communication between the BIG-IP
and the WebTier and AppTier via L2.

1. Once completed, validate that the tunnels are created on the BIG-IP. From the Main tab of the BIG-IP
Configuration Utility navigation pane, expand Network and select Self IPs.
2. In the upper right corner of the screen, click the Create button.

Local Traffic

(¢ 24) Acceleration
@ Device Management

‘ Shared Objects

@ Network

Interfaces
Routes

Self IPs

Network » Self IPs

£ . SelffIP List

P [Search] [ Create... |

|2|| * Name [ ~ Application ‘ - IP Address [ * Netmask [  VLAN/ Tunnel [ * Traffic Group ] ~ Partition / Path

L) External 10.105.176.10 255.255.255.0 VLAN-176 traffic-group-local-only Common
NSX-CTRL 192.168.2.250 255.255.0.0 VLAN-102 traffic-group-local-only Common

.l VTEP 192.172.50.81 255.255.255.0 VLAN-50 traffic-group-local-only Commeon

| ovsdb_bfd_tunnel_selfip 192.172.50.81%200 255.0.0.0 ovsdb_bfd_tunnel traffic-group-local-only Common

| Delete... |
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3. In New Self IP Menus

a. Type a unique name in the Name box. In this example, we used “WebTier-Self’ (without double

quotes).

b. Inthe IP address box, provide the IP address for the External network, in our example, we used
10.0.1.10
Provide the appropriate subnet mask in the Netmask box. In this example, we used 255.255.255.0.
For the VLAN/Tunnel, select Tunnel (t-03b26...) from the dropdown box.
Use the default settings (Allow None) for Port Lockdown and Traffic Group.

-~ o a 0

Click the Repeat button to continue

Network > SelfIPs »» New Self IP..

Configuration

Name WebTier-Self B

IP Address 110.0.1.10

Netmask | 255.255.255.0

VLAN / Tunnel | t-03b264c5-95 ¥

Port Lockdown | Allow None v

Pl i
1 Service Policy None v

| Cancel || Repeat || Finished |
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4. In New Self IP Menus

a. Type a unique name in the Name box. In this example, we used “AppTier-Self’ (without double

quotes).

b. Inthe IP address box, provide the IP address for the External network, in our example, we used

10.0.2.10

-~ o a 0

Click the Finished to validate the completed self IP configurations.

Network » Self IPs »» New SelfiP...

Provide the appropriate subnet mask in the Netmask box. In this example, we used 255.255.255.0.
For the VLAN/Tunnel, select Tunnel (t-41558...) from the dropdown box.
Use the default settings (Allow None) for Port Lockdown and Traffic Group.

Configuration
Name AppTier-Self [
IP Address [10.0.2.10
Netmask ‘ 255.255.255.0
VLAN / Tunnel t-4155850d-3¢ v |
Port Lockdown Allow None v
Service Policy None ¥

| Cancel || Repeat || Finished |

Network » Self IPs

£~ SelfIP List

i J[search [oreate._|
|[#1| ¢ Name |+ Application | + IP Address | = Netmask | + VLAN /Tunnel < Traffic Group | < Parttion / Path
] AppTier-Self 10.0.2.10 255.255.255.0 t-4155850d-389b-3965-9223-807d77a96791 traffic-group-local-only Common

“,‘ External 10.105.176.10 255.255.255.0 VLAN-176 traffic-group-local-only Common

| Z) NSX-CTRL 192.168.2.250 255.255.0.0 VLAN-102 traffic-group-local-only Commeon

‘ & VIEP 192.172.50.81 255.255.255.0 VLAN-50 traffic-group-local-only Common

iu WebTier-Self 10.0.1.10 255.255.255.0 1-03b264c5-9540-3666-a34a-c750828439bc  traffic-group-local-only Common

“ ] ovsdb_bfd_tunnel_selfip 192.172.50.81%200 255.0.0.0 ovsdb_bfd_tunnel traffic-group-local-only Common

| Delete... |
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Application Configuration

Application configuration typically consists of a base configuration of pool members that are contained within the pool
object. The virtual server references the pool to make a load balancing decision among the available pool members.

Additional application delivery functionality such as SSL termination, more flexible load balancing algorithm selection,
and layer 7 data plane programmability via irules can be leveraged but are outside the scope of this validation.

Create Application Pools

In the following examples, we are creating the most basic of pools for our web and app servers to show the minimum
configuration that's required in order for the F5 appliance to load balance the two tiers (web and app). The F5 device will
not be load balancing the DB tier traffic, so we are not creating a pool of the DB servers.

1. On the Main tab, click Local Traffic and then click Pools to display the Pool List screen.

2. In the upper right corner of the screen, click the Create button.

Network » Self IPs
. Seff P List

[ o Tl

]’; =i Statistics

iApDS o
) ons EIR=
] AppTier-Self
Local Traffic " Bl
Network Map L] NSX-CTRL
Virtual Servers | VTEP
Policies WebTier-Self
Profiles |_] ovsdb_bfd_tunnel_se
Ciphers W

iRules

Nodes Statistics «

Local Traffic » Pools : Pool List

7+ ~ Pool List Stafistics

B ||search| | Create... |

[v| ' |~| Status i - Name + Description | ¢ Application ’ Members | ¢ Partition / Path

No records to display.

[ Delete...|
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3.

In the New Pool menus

In the Name field, type a unique name for the web pool. For this validation, we used WebServerPool.
In the Health Monitors section, select an appropriate monitor for your application. In this case, we chose a
gateway_icmp monitor to ensure server health, but much more in-depth health monitoring is available to

determine application availability.

Under Resources, select a Load Balancing Method. For basic load balancing in this validation, Round

c.
Robin was used.

d. Under Resources, use the New Members setting to add the IP address and port of the web servers (refer
to Table 20 below). Click the Add button for each pool member.

e. Click Repeat to continue and enter the application tier information,

Name (Optional) Address Service Port

web-01 10.0.1.11 443 (HTTPS)

web-02 10.0.1.12 443 (HTTPS)

Table 20 BIG-IP web tier pdol members

Local Traffic » Pools : Pool List ;> New Pool...

Configuration:  Basic v

I Name ' | WebServerPool B
\ Description ‘
| i
[ Active Available
‘ /Common - /Common A
: gateway_icmp << http
H Mon = ==y
ealth Monitors ‘ hitp_head_f5
\ {>>|| hitps
‘ v https_443 v
Resources
| Load Balancing Method Round Robin v
‘ Priority Group Activation | | Disabled v

® New Node " New FQDN Node

Node Name:

Address: (17 07,('),717,1721

Service Port:| 443
_Add |

|
| New Members

(Optional)

HTTPS v

| Node Name | Address/FQDN | Service Port | Auto Populate | Priority |

1100111 100111 443 0
|

1100112 10.0.1.12 443 0
| Eat ] Deete |

Cancel || Repeat || Finished |

162



INTEGRATION GUIDE
VMware NSX for vSphere (NSX-V) and F5 BIG-IP

4. Inthe New Pool menus. (Make sure to remove any members if the repeat button leaves previous data)
a. Inthe Name field, type a unique name for the App pool. For this validation AppServerPool was used.
b. Inthe Health Monitors section select an appropriate monitor for your application. In this case, we are
choosing a gateway_icmp monitor to ensure server health, but much more in-depth health monitoring is
available to determine application availability.

c. Inthe Resources section of the screen select a Load Balancing Method. For basic load balancing in this
validation, Round Robin was used.

d. Inthe Resources section of the screen, use the New Members setting to add the IP address and port of
the web servers (refer to Table 21). Select the Add button for each pool member.

e. Click Finished to complete the pool creation.

Name (Optional) Address Service Port

app-01 10.0.2.11 3443

app-02 10.0.2.12 8443

Table 21 BIG-IP applicatioh tier pool members

Local Traffic » Pools : Pool List » New Pool...

Configuration: | Basic v

l Name AppServerPool @
Description
Active Available
| /ICommon - /Common a
. gateway_icmp [<< nttp
Health Monitors htip_head_{5
[==]| nttps
hitps_443 2.4
Resources
Load Balancing Method \ Round Robin v
Priority Group Activation ‘ Disabled v

| ® New Node ' New FQDN Node ' Node List
| Node Name: (Optional)
Address: | 10.0.1.12 |
Service Port:| 8443 HTTPS v
Add
New Members
| Node Name | Address/FQDN | Service Port | Auto Populate | Priority |
100111 10.0.1.11 8443 0

100112 10.0.1.12 8443 0
Edit || Delete |

.Cancel || Repest || Finished

The completed configuration for the web and application tier pools should look similar to the image below. Note
that the green circles demonstrate that the health monitor, in this case, ICMP, is able to successfully monitor
the servers from the ovsdb-tunnel VXLAN network.

Local Traffic » Pools : Pool List

¥+ ~ PoolList Stafistics £}

t = RS | Create... |
|[¥]|[~] Status | « Name |+ Description | + Appiication | M |+ Partiion /Path |
Q AppServerPool 2 Commen
Q WebServerPool Common

| ~

| Delete._ |
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Import SSL Certificate

Prior to creating a virtual server for our implementation, a certificate must be imported, and a ClientSSL Profile must be
created to ensure a seamless HTTPS connection to the Web Server. With F5’s full proxy the backend web server
certificate could be self-signed and the F5 could present a fully validated certificate to the clients (users) allowing a

secure transaction throughout the web call.

As a prerequisite to completing this task you must have a Certificate with a Private Key (Exportable) available to install
this could be in Certificate/Key format or PKCS12 (PFX) format. In our test case we will be using a public PKCS12
certificate (PFX) wildcard certificate “*.bd.f5.com” that will allow any DNS name in front of bd.f5.com to be accepted as a

valid name in a web browser.

1. Onthe Main tab, select System > Traffic Certificate Management - SSL Certificate List
2. In the upper right corner of the screen, click the Import button.
3. Inthe Import SSL Certificate and Keys menus
a. Inthe Import Type field, in our example we select “PKCS 12 (1IS)”
b. In the Certificate and Key Name field, in our example we entered “Wildcard” without quotes
c. Inthe Certificate and Key Source field, select the “Choose File” button
d. Inthe pop out menus browse and select the file, in our example star.bd.f5.com.pfx
e. Inthe password field, enter the password to decrypt the pfx file.
f

Click the Import button

@ Open @l system ,, Certificate Management : Traffic Certificate Management : SSL Certificate
earch BD ard Cert - 2020 P

+ « bdfS.com Certs » BD Wildcard Cert - 2020 v o
Organize v New folder E B )
Fosia N Delh et 1w . SSL Certificate/Key Source
B Deskoy N 3 starbd f5.com.phx 27, £23PM arsonal informet
S # Import Type ‘ PKCS 12 (IIS) v
8 Documents # C New -’ Overwrite Existin
& Pictures Certificate and Key Name g
2 Oropbox # Wildcard
78 {
Firmware Certificate and Key Source ‘ | Choose File | star.bd.f5.com.pfx
< Bloiadilo
Tools | Password
32 Dropbex |
I This PC | Key Security
o OVD Drive (D) CE | Free Space on Disk \ 2835 MB
File name: | 0 | |AlFiles (") v
[ ncel |
= | Cancel || Import |

System » Certificate Management : Traffic Certificate Management : SSL Certificate List

1+ ~ Trafiic Certificate Management v Device Cerfificate Management ~ HSM Management ~

Search Import...|| G

Vw_/ } < Status ;. Name [ + Contents + Key Security ‘ < Common Name < Organization |+ Expiration < Partition
Q Wildcard RSA Certificate & Key . Normal . *.bd.f5.com . F5 Networks Inc . Jun 27, 2020 Common
ca-bundie Certificate Bundie Jan 18, 2020 - Oct 6, 2046 Common
default RSA Certificate & Key Normal localhost localdomain ~ MyCompany Mar 29, 2029 Common
5-ca-bundie RSA Certificate Entrust Root Certificati... Entrust Dec 7, 2030 Common
f5-irule RSA Certificate support.f5.com F5 Networks Jul 18, 2027 Common

VA!cmve, . || View Certificate Order Status. [ Delete OCSP Cache... ] Delete...
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Create ClientSSL Profile

Prior to creating a virtual server for our implementation, a certificate must be imported, and a ClientSSL Profile must be
created to ensure a seamless HTTPS connection to the Web Server. With F5'’s full proxy the backend web server

certificate could be self-signed and the F5 could present a fully validated certificate to the clients (users) allowing a

secure transaction throughout the web call.

1.
2.
3.

On the Main tab, select Local Traffic > Profiles > SSL - Client
In the upper right corner of the screen, click the Create button.

In the New Client SSL Profile menus

a. Inthe Name field, type a unique name for the profile, for this validation WildcardSSL was used.

b. In the Certificate Key Chain field, check the custom box and click the Add button

c. Inthe Certificate, Key and Chain pulldown menus, select the previously imported Certificate chain, in
this validation it was named Wildcard. Then click the Add button.
d. Once added, scroll to the bottom and click the Finished button.

Local Traffic » Profiles : 55L : Client » New Client SSL Profile...

General Properties

Add SSL Certificate Key Chain

‘ Certificate ‘
‘ Key [

‘ Chain

Wildcard
Wildcard

Wildcard

v

‘ Passphrase ‘ [

| Add || Cancel |

Local Traffic » Profiles : SSL :

Client » New Client SSL Profile...

Name

Parent Profile

|| wildcarassL 8]

| [clientssl v

Configuration: | Basic

v

Certificate Key Chain

OCSP Stapling

| |/Common/Wildcard /Common/Wildcard /Common/\Wildcard .

[ Add |[ Edit |[ Delete |

Name | wildcardssL @
Parent Profile [ clientss| v
Configuration: | Basic v Custom |/
@
Certificate Key Chain
Add || Edit || Delete
I

Custom
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Create Application Virtual Servers

In creating a virtual server, you specify a destination IP address and service port on which the BIG-IP appliance is

listening for application traffic to be load balanced to the appropriate application pool members. In this validation, we

have two virtual servers (VIPS) to create: one for the WebTier, which will be available to the external network on the

10.105.176.0/24 segment, and the other for the AppTier, available on the WebTier logical network.

1. On the Main tab, select Local Traffic and then click Virtual Servers. The Virtual Server List screen is displayed.

2. In the upper right corner of the screen, click the Create button.

3. Inthe New Virtual Server menus

a. Inthe Name field, provide a unique name for the web application. In this case, we used Web-VIP.
b. In the Destination Address field, enter 10.105.176.5
c. For Service Port use the standard HTTPS port 443.
d

In the Configuration section
. Move WildcardSSL from Available to Selected in the SSL Profile (Client) field.

Il. Move serverssl-insecure-compatible from Available to Selected in the SSL Profile (Server)

field.

Il Select Auto Map from the pull-down menus for the Source Address Translation.

e. Inthe Resources section

. Select the WebServerPool from the Default Pool dropdown box.

Il Typically, a persistence profile would be used in a real-world case but to validate that the

servers are changing (round-robin) we have omitted it currently.

f.  Click Repeat to continue to configure the application tier virtual server

Local Traffic » Virtual Servers : Virtual Server List » New Virtual Server... Configuration: | Basic v

General Properties

Name
Description

Type

Source Address

Destination Address/Mask

Service Port

Notify Status to Virtual Address

State

Resources

IRules

Policies

Defaut Pool

Default Persistence Profile None
Falback Persistence Profile None

Cancel || Repeat | Finished

Web-VIP

Standard v

® Host ' Address List

® Host ' Address List
10.105.176.5

® Port " Port List
443 Select v

v

Enabled v

Enabled Available

ttps_redirect

Up | Down

Enabled Available

+|| [ webServerPool v

v

Protocol

Protocol Profile (Client)
Protocol Profile (Server)
HTTP Profile (Client)

HTTP Profile (Server)
HTTP Proxy Connect Profile
FTP Profile

RTSP Profile

SSL Profile (Client)

SSL Profile (Server)

SMTPS Profile

POP3 Profile

Client LDAP Profile
Server LDAP Profile
Service Profile

SMTP Profile

VLAN and Tunnel Traffic

Source Address Translation

/Common

TCP v

tep v
(Use Client Profile) v
None v

(Use Client Profile) v
None v
None v
None v
Selected
WildcardSSL <<

>>

Selected

/Common

serverssl-insecure-compatible

None v

None v

None v

None v

None

None v

All VLANs and Tunnels v

Auto Map v

Available

/Common

clientssl
clientssl-insecure-compatible
clientssl-secure
crypto-server-default-clientssl v

Available
crypto-client-default-serverss|
<< pcoip-default-serverssi
serverssi
>> splitsession-default-serverss|
wom-default-serverssl
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4. Inthe New Virtual Server menus

a. Inthe Name field, provide a unique name for the App tier application. In this case, we used App-VIP.

b. In the Destination Address field, enter 10.0.1.5
c. For Service Port use the standard HTTPS port 8443.
d

In the Configuration section

. Move WildcardSSL from Available to Selected in the SSL Profile (Client) field.
Il Move serverssl-insecure-compatible from Available to Selected in the SSL Profile (Server)

field.

Il Select Auto Map from the pull-down menus for the Source Address Translation.

e. Inthe Resources section

. Select the AppServerPool from the Default Pool dropdown box.

Il Typically, a persistence profile would be used in a real-world case but to validate that the

servers are changing (round-robin) we have omitted it currently.

f.  Click Finished to continue to configure the application tier virtual server

Local Traffic » Virtual Servers : Virtual Server List », New Virtual Server... Configuration: | Basic v

Protocol TCP v

crypto-client-default-serverssl

splitsession-default-serverssi

General Properties Protocol Profile (Client) tep v
I o Apo-VIP Protocol Profile (Server) (Use Client Profile) v
Description HTTP Profile (Client) None v
Type Standard v HTTP Profile (Server) (Use Cliient Profile) v
® Host' ' Address List HTTP Proxy Connect Profile None v
Source Address
FTP Profile None v
® Host' ' Address List
Destination Address/Mask TR . HEE fome L L
: Selected Available
® Port @ Port List iCommon A iCommon
Service Port SSL Profile (Client) WildcardSSL [<< clientss!
8443 Other v — | clientsskinsecure-compatible
>>| | clientssksecure
7 ]
MOt Staius o Virwiel Avees crypto-server-default-clientssl ~
S Enhiat v Selected Available
/Common
L default
Rescurces SSL Profile (Server) gl Pooeset verssl
Enabled Avalabie >
/Common ¢
Sys_APM_ExchangeSupport_OA_BasicAuth wom-default-serverssl
iRules. SyS_APM_ExchangeSupport_OA_NtmAuth
oy geSupport_nelper SMTPS Profie None v
_eys_APM_ExchangeSupport_main -
Up| (Down POP3 Profile None v
Eitae Qe Ciient LDAP Profile None v
Fuece = Server LDAP Profile None v
Service Profile None v
Default Pool + | AppS: P v
. RosSeupud SMTP Profie None v
OefaultPersistence Profie None
Falback Parsistence Profile None VLAN and Tunnel Traffic All VLANS and Tunnels v

? [ ]
Gancel | Repeat || Finshed SRR A ey Taneton Aliio Map v |

The virtual server list ought to look similar to the one shown below. The green status icons indicate that all systems are
go with the validation application. The virtual servers and the associated pools are reachable and healthy.

Local Traffic » Virtual Servers : Virtual Server List

e

Virtual Server List | Virtual Address List | Statistics

i |Search | Create... |

v \ | | Status [la Name \ < Descripti < Applicati 4D | + Service Port ‘ < Type \ Resources ‘ = Partition / Path |

‘ Q@ App-VIP 10.0.1.5 8443 ‘Standard Edit Common v
Q Web-VIP 10.105.176.5 443 (HTTPS) Standard Edit Common

Enable || Disable || Delete..
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Validation
The web tier virtual server should now be available and accepting application traffic on port 443 (HTTPS).

On the Main tab, expand Local Traffic and then click Network Map to display the overall health of the applications and
their associated resources. Due to also this traffic being HTTPS rather than HTTP we setup a FQDN of

NSXWebApp.bd.f5.com to allow our wildcard certificate to be validated when connecting to the site.

NSXWebApp Properties ? X

f NSX-V-OVSDB.bd.f5.com - [| Forced Offline

Apr 11, 20 4 PM (PDT) Host ) Secumty

Hoat uses parent domain f left blank).
[NSXWebApp |

Fully qualfied domain name (FGDN):
|NSXWehﬂpp bd f5.com |

Partition: Common ~ Sortby: Status ~ Filter:

Last Update: Apr 11, 2019 2:34 PM (PDT)

IP address
Common [10105.1765 |
Update associated pointer (PTR) record
[] Delete this record when it becomes stale
@ AppVIP @ Web-vIP Recodtmestano: | |
@® AppServerPool @ WebServerPool
@ 10.0.2.11:8443 @ 100.1.11:443
@ 10.0.212:8443 @ 10.0.1.12:443 Time to live (TTL): 10 0 (DDDDD:HH.MM.SS)

Cancel

Any web browser can be used to test by typing https://NSXWebApp.bd.f5.com/cgi-bin/app.py to send a request to the
virtual server. Our 3-tier application will appear and show data within the database validating that the connection works,

to further validate which application server you can refresh the page and see the AppServer changes. To further

validate which Web server is being used we run a curl command “curl -kv “https://nsxwebapp.bd.f5.com” in the web

server we injected a header in the web server configuration (not shown in this guide) called X-Upstream-Server to show

which web server was being accessed.

< C @ nitps//nsxwebapp.bd.f5.com/cgi-bin/app.p “ C @ hitps//nsxwebapp.bd.f5.com/cgi-bin/app
H Apps Home Bookmarks F5 Bookmarks Project VMware Bookmarks T ke Apps Home Bookmarks F5 Bookmarks Project VMware Bookmarks T
Customer Database Access Customer Database Access
Accessed via: 10.0.2.2 Accessed via: 10.0.2.2
AppServer is: app-01 AppServer is: app-02
Name Filter (blarik for all records) Apply Name Filter (blank for all records) Aowly
Rank Name Universe Revenue Rank Name Universe Revenue
1 CHOAM Dune $1.7 trillion 1 CHOAM Dune $1.7 trillion
Looney Tunes $348.7 bullion | |2 Acme Corp. Looney Tunes $348.7 billion.

2 Acme Corp.

Sirius Cybernetics Corp. | Hitchhiker's Guide

$327.2 billion

Sirus Cybernetics Corp Hrehhiker's Guide

$327.2 billion

4 Buyn Large Wall.E

$291.8 billion

4 Buy n Large Wall-E

$291.8 billion

5 Aperture Science, Inc Valve

$163 4 billion

5 Aperture Science, Inc. Valve

$163.4 billion

This concludes the validation of the OVSDB Integration with NSX-V deployment scenario.
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Troubleshooting

This section accounts for some of the troubleshooting that can be done on the F5 to determine where issues might
arise.

Commands in the F5 console that can be used to examine connectivity.

BIG-IP OVSDB Troubleshooting
-+ TMSH: - OVSDB:

tmsh list net tunnels tunnel <tunnel-name> ovsdb-client dump

tmsh list net fdb tunnel <tunnel-name> vtep-ctl list manager

tmsh list net self vtep-ctl list physical_switch
tmsh list net arp vtep-ctl list physical_port
tmsh list net route Vtep-Ctl list |Ogica|_SWitCh
tmsh show net tunnels endpoint tunnel-name <tunnel-name> vtep-ctl list tunnel

vtep-ctl list ucast_macs_local
vtep-ctl list ucast_macs_remote
vtep-ctl list mcast_macs_local
vtep-ctl list mcast_macs_remote
vtep-ctl list physical_locator_set

° Ze bO S : vtep-ctl list physical_locator

imish -r <route-domain-id> -e 'show running-config'
imish -r <route-domain-id> -e 'show running-config interface ovsdb_bfd_tunnel'
imish -r <route-domain-id> -e 'show bfd session'

tmsh show net tunnels tunnel <tunnel-name>
tmsh show net fdb tunnel <tunnel-name>

Example of ovsdb-client command to validate connectivity.

e ovsdb-client dump

Areas in the dump that are of significance (Manager Table which is NSX Controllers) and (Tunnel Tables which is
VXLAN connectivity to ESXi Hosts over VTEP Network) will determine if connectivity is Active/Up or not Backoff/Down

Logs in the F5 console that can be used to examine connectivity.
e /var/log/openvsswitch/ovsdb-server.log

e /var/log/vxland.log
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