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• The 101 and 201 exams are 90 minutes in duration. 

• The 101 and 201 exams each have 80 questions. 

• The questions are all multiple choice. 

• There are no true/false questions.

• There are no “all of the above/none of the above” questions. 

• The questions are not adaptive.

• Some questions have exhibits. It is best to view the entire exhibit to answer the question. 

• Questions can be flagged, reviewed and re-answered within the 90-minute exam time limit.

• Exams are delivered at Pearson VUE testing centers and events like the Public Sector Symposium. 

• Exams taken at the Public Sector Symposium will be delivered this Thursday. 

• Exams will be delivered on iPads in a quiet room at this venue.

• Government-issued IDs are required to take exams.

F5 Certification Exam Structure and Delivery

F5 101 exam - Application Delivery Fundamentals
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F5 Certification Badges 
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PASS = 245

F5 Certification Exams – Scaled Scoring

https://education.f5.com/hc/en-us/articles/4403992805019-How-does-Scaled-Scoring-work-

Questions? Email support@mail.education.f5.com

How does scaled-scoring work? 

Scaled-scoring is a method of score reporting 
that standardizes scores across exams, 
different exam forms, and exam versions. 

Instead of reporting exam results as a 
percentage of total items answered correctly 
and having different required passing 
percentages for each exam, all F5 exams are 
scored on a scaled-score basis, where your 
score will range from a possible 100-350 
points; all F5 exams are calibrated for a 
passing score of 245 on that scale.

https://www.linkedin.com/groups/85832/results/content/?keywords=ken%20salchow
https://education.f5.com/hc/en-us/articles/4403992805019-How-does-Scaled-Scoring-work-
mailto:support@mail.education.f5.com
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•After first failure, you must wait 15 days to re-test

•After second failure, you must wait 30 days to re-test

•After third failure, you must wait 45 days to re-test

•After fourth failure, you must wait 1 calendar year to re-test

•5th and subsequent failed attempts, you must wait 90 days

F5 Certification Exam Retake Policy:
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• https://www.f5.com/services/certification

• Scroll to the Candidate Portal link to register and create an account 

• Fill out the form information

• Receive email with F5 Candidate ID

• Follow email instructions

• Register for exam today!

F5 Certification Candidate Registration (How do I get 
started?)

https://www.f5.com/services/certification
https://www.certmetrics.com/f5certified/login.aspx?ReturnUrl=%2ff5certified%2f
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Practice Exams through Zoomorphix at www.examstudio.com
You will be able to setup account through Cert Program Enrollment Process

Additional F5 Certification Resources

© 2017 F5 NETWORKS

http://www.examstudio.com/
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Study groups on LinkedIn
F5 Certified Professionals  https://www.linkedin.com/groups/85832 
LinkedIn – F5 Certified! – 101 https://www.linkedin.com/groups/6711359/profile
LinkedIn – F5 Certified! – 201 https://www.linkedin.com/groups/6709915/profile

Free online training courses 
Getting Started with Local Traffic Manager
https://f5u.csod.com/ui/lms-learning-details/app/curriculum/b4332395-f110-48e1-9b86-5214e2e8165c

Additional Resources 

https://www.linkedin.com/groups/85832
https://www.linkedin.com/groups/6711359/profile
https://www.linkedin.com/groups/6709915/profile


Section 4:
Knowledge
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EXPLAIN COMMON USES FOR ICMP

• Explain the purpose of an IP TTL

• Explain the purpose of ICMP echo request/reply

• Explain reasons for ICMP unreachable

Objective 4.01
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ICMP

Objective 4.01
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Explain common uses for ICMP

• Explain the purpose of an IP TTL

• https://en.wikipedia.org/wiki/Keepalive

Objective 4.01

https://en.wikipedia.org/wiki/Keepalive
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Explain common uses for ICMP

• Explain the purpose of ICMP echo request/reply

• https://en.wikipedia.org/wiki/Ping_(networking_utility)

• ICMP Tools

▪ Ping

▪ Traceroute

Objective 4.01

https://en.wikipedia.org/wiki/Ping_(networking_utility)
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Explain common uses for ICMP

• Explain reasons for ICMP unreachable

• https://en.wikipedia.org/wiki/Internet_Control_Message_Protocol

Objective 4.01

https://en.wikipedia.org/wiki/Internet_Control_Message_Protocol
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MAP FUNCTIONALITY TO OSI MODEL

• Identify the layer for a MAC address

• Identify the layer for a UDP/TCP port 

•  Identify the layer for an IP address

• Identify the layer for applications

Objective 4.02
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7 Standard Layers in the OSI Model
With examples at each layer

L7. HTTP (web), SMTP (email)

L6. JSON, XML, MIME

L5. NetBIOS, RPC

L4. TCP (data), UDP (streaming)

L3. IP (IPv4), IPv6, ping

L2. WiFi, Ethernet
L1. Cat6 cable, fiber optic, radio

Application

Network

Session

Transport

Presentation

Data Link

Physical
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Protocol Data Unit (PDU)

• OSI model

• Protocol data units of the OSI model are:

• The Layer 4: transport layer PDU is the segment

• The Layer 3: network layer PDU is the packet.

• The Layer 2: data link layer PDU is the frame.

• The Layer 1: physical layer PDU is the bit

COMMIT TO MEMORY!: A PDU IS COMPOSED OF PROTOCOL-SPECIFIC CONTROL INFORMATION AND USER DATA

https://en.wikipedia.org/wiki/OSI_model
https://en.wikipedia.org/wiki/Transport_layer
https://en.wikipedia.org/wiki/Packet_segment
https://en.wikipedia.org/wiki/Network_layer
https://en.wikipedia.org/wiki/Network_packet
https://en.wikipedia.org/wiki/Data_link_layer
https://en.wikipedia.org/wiki/Frame_(networking)
https://en.wikipedia.org/wiki/Physical_layer
https://en.wikipedia.org/wiki/Bit
https://en.wikipedia.org/wiki/Payload_(computing)
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EXPLAIN USE OF TLS/SSL

• Explain the purpose of TLS/SSL certificates (self signed vs CA signed)

• Explain the rationale for using TLS/SSL

Objective 4.03
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Explain use of TLS/SSL

• Explain the rationale for using TLS/SSL

Objective 4.03
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Explain use of TLS/SSL

• Explain the purpose of TLS/SSL certificates (self signed vs CA signed)

Objective 4.03
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EXPLAIN THE FUNCTION OF A VPN

• Explain the rationale for using VPN (privacy, encryption, anonymity)  

• Identify valid uses for VPN

Objective 4.04
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Explain the function of a VPN

• Explain the function of a VPN

• https://en.wikipedia.org/wiki/Virtual_private_network

Objective 4.04
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Explain the function of a VPN

• Explain the rationale for using VPN (privacy, encryption, anonymity)

Objective 4.04
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EXPLAIN HIGH AVAILABILITY

• Explain methods of providing HA integrity

• Explain methods of providing HA

• Explain advantages of HA

Objective 4.05
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Objective 4.05 

Explain advantages of HA

Internet

Clients

Servers

BIG-IP LTMs

• Explain high availability (HA) concepts
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Explain high availability (HA) concepts

• Explain methods of providing HA

• Active/Active

• Active/Passive

• Device service clustering

Objective 4.05
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EXPLAIN HIGH AVAILABILITY

•  Explain methods of providing HA integrity

• System Fail-safe: monitors various hardware components, as well as the heartbeat of various system services

• VLAN Fail-safe: monitors network traffic going through a specified VLAN

• Gateway Fail-safe: monitors traffic between an active BIG-IP® system in a device group and a pool containing a gateway 

router

Objective 4.05
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EXPLAIN HIGH AVAILABILITY

• Explain the purpose of DNS 

• Given a list of tools, select the appropriate tool to confirm DNS resolution is 

successful for a host name 

• Explain what syslog is 

• Explain the purpose of NTP

• Explain SNMP as it pertains to ADC element monitoring

Objective 4.06
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Explain reasons for support services (DNS, NTP, syslog, SNMP, etc)

• Explain the purpose of DNS

Objective 4.06
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Explain reasons for support services (DNS, NTP, syslog, SNMP, etc)

•  Given a list of tools, select the appropriate tool to confirm 

DNS resolution is successful for a host name

• https://blog.dnsimple.com/2015/02/top-dns-lookup-tools/

• DNS Tools - “nsLookup”, “dig” and “host”

Objective 4.06
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Explain reasons for support services (DNS, NTP, syslog, SNMP, etc)

• Explain what syslog?

Objective 4.06
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Network Time Protocol

• Explain the purpose of NTP

• https://en.wikipedia.org/wiki/Network_Time_Protocol

Objective 4.06

https://en.wikipedia.org/wiki/Network_Time_Protocol
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Explain reasons for support services (DNS, NTP, syslog, SNMP, etc)

• Explain SNMP as it pertains to ADC element monitoring

Objective 4.06



Section 1: 
Configuration
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• Open Systems Interconnect (OSI) Model intro

• Virtual Local Area Networks (VLANs) & how to configure

• Self IPs

• Routers – Firewalls – Switches

• IP address classes and subnetting

• Network Address Translation (NAT) & Dynamic Host configuration 

Protocol (DHCP)

• Address Resolution Protocol (ARP)

• Routes and Routing Tables

• Application Delivery Controller (ADC)

Agenda Section 1: 
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7 Standard Layers in the OSI Model
With examples at each layer

L7. HTTP (web), SMTP (email)

L6. JSON, XML, MIME

L5. NetBIOS, RPC

L4. TCP (data), UDP (streaming)

L3. IP (IPv4), IPv6, ping

L2. Wi-Fi, Ethernet
L1. Cat6 cable, fiber optic, radio

Application

Network

Session

Transport

Presentation

Data Link

Physical
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DEFINITION:

A Virtual Local Area Network is any broadcast domain 

that is partitioned and isolated in a computer network at 

the data link layer (OSI Layer 2).

WHY use VLANs?

• Reduces the size of broadcast domain – increases 

network performance

• Reduce network maintenance tasks

• Group endpoints by functional roles even if physically 

dispersed

• Improves security by separating traffic via network 

segmentation

VLANs
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Untagged interfaces

You can create a VLAN and assign interfaces to the VLAN as 

untagged interfaces. When you assign interfaces 

as untagged interfaces, you cannot associate other VLANs 

with those interfaces. This limits the interface to accepting 

traffic only from that VLAN, instead of from multiple VLANs.

Tagged interfaces

If you want to give an interface the ability to accept and 

receive traffic for multiple vlans, you add the same interface 

to each VLAN as a tagged interface. When you assign 

interfaces as tagged interfaces, you can associate multiple 

VLANs with those interfaces.

Tagged vs Untagged Interfaces

Untagged

Interfaces

Tagged

Interfaces
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If you wish to have more than one VLAN over the same 

physical interface or trunk

Place interfaces and trunks into the Untagged or Tagged 

boxes

Untagged interfaces do not require a Tag be entered

• The BIG-IP will assign a Tag to logically separate internal 

traffic

Tagged interfaces run 802.1q VLAN tagging

• You need to manually enter the tag

Tagged vs Untagged Interfaces

Manual Chapter : VLANs VLAN Groups and VXLAN 

https://techdocs.f5.com/en-us/bigip-14-1-0/big-ip-tmos-routing-administration-14-1-0/vlans-vlan-groups-and-vxlan.html
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Given a set of requirements, configure VLANs 

Objective 1.01

Assign a numeric tag to the VLAN if 

required

• Assigning a tag number to the VLAN

• Associate an interface as tagged or 

untagged
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Objective 1.01

Given a set of requirements, configure VLANs 

• F5 VLAN Tagging = Cisco Trunking – Allowing interface to 

carry more than 1 VLAN

• F5 Trunk = Cisco Port Channel – Grouping interfaces to 

carry data

• Double Tagging (Q-in-Q This functionality is rarely used in 

Enterprise architectural design)

https://techdocs.f5.com/en-us/bigip-14-1-0/big-ip-tmos-routing-

administration-14-1-0/vlans-vlan-groups-and-vxlan.html

https://techdocs.f5.com/en-us/bigip-14-1-0/big-ip-tmos-routing-administration-14-1-0/vlans-vlan-groups-and-vxlan.html
https://techdocs.f5.com/en-us/bigip-14-1-0/big-ip-tmos-routing-administration-14-1-0/vlans-vlan-groups-and-vxlan.html
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• With BIG-IP trunking you can set up LACP 802.3ad (default) or EtherChannel (Cisco link aggregation, support PAgP)

• Interfaces must be untagged to be added to a trunk

• IMPORTANT: A BIG-IP trunk is not equivalent to a Cisco trunk which is VLAN tagging

• Cisco terminology uses Port Channel for link aggregation

BIG-IPS ACCEPT BOTH LACP (DEFAULT) AND ETHERCHANNEL LINK AGGREGATION 

BIG-IP Trunks

A trunk is created from the Network >> Trunks 
Once created the trunk shows up as an interface
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Command Line TMSH Introduction

The structure of tmsh is hierarchical and modular.

The highest level is the root module, which contains subordinate modules: 

auth, cli, gtm, ltm, net, sys and wom. Use the command help with no 

arguments to display the module hierarchy relative to the current module.

The gtm (dns), ltm, net, sys, and wom modules also contain subordinate 

modules. All modules and subordinate modules contain components.

To display the list of modules and components that are available in the current 

module press Tab or ? at the tmsh prompt.

tmsh list – displays the configuration of an object(s)

tmsh show – displays the information of an object(s)

Examples of TMSH commands for VLAN, self-ip, and interfaces

https://support.f5.com/csp/article/K14961

https://support.f5.com/csp/article/K14961
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Examples of TMSH commands for VLANs, tagging and 

modifications

https://support.f5.com/csp/article/K14961

Creating untagged & tagged VLANs 
via TMSH commands

https://support.f5.com/csp/article/K14961
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Objective 1.01
Given a set of requirements, configure VLANs 

SELF IP

Determine appropriate layer 3 addressing for VLAN

• Layer 3 addressing for VLAN

• VLAN association with a self IP address
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Types of Self IPs

A static (non-floating) self IP address is an IP address that the BIG-IP 
system does not share with another BIG-IP system. 

• Any self IP address that you assign to the default traffic group traffic-
group-local-only is a static self IP address.

• If the BIG-IP goes down, the static self IPs go down with it.

A floating self IP address is an IP address that two BIG-IP systems share. 

• Any self IP address that you assign to the default traffic group traffic-
group-1 is a floating self IP address. 

• Or any other traffic group that is NOT traffic-group-local-only

• A floating self IP only responds on the Active BIG-IP, if the Active BIG-IP 
goes down the floating self IP is activated on another BIG-IP in the Device 
Service Cluster

You should understand the difference between floating and non-floating 

self IPs. There are two types of self IP addresses that you can create:
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Self IPs
(tmos)# list net self
net self floating-ip {
    address 10.1.20.240/24
    floating enabled
    traffic-group traffic-group-1
    unit 1
    vlan server_vlan
}
net self ha_ip {
    address 192.168.20.245/24
    allow-service {
        default
    }
    traffic-group traffic-group-local-only
    vlan ha_vlan
}
net self server_ip {
    address 10.1.20.245/24
    traffic-group traffic-group-local-only
    vlan server_vlan
}
net self client_ip {
    address 10.1.10.245/24
    traffic-group traffic-group-local-only
    vlan client_vlan
}

https://techdocs.f5.com/en-us/bigip-14-1-0/big-ip-tmos-routing-administration-14-1-0/self-ip-addresses.html

https://techdocs.f5.com/en-us/bigip-14-1-0/big-ip-tmos-routing-administration-14-1-0/self-ip-addresses.html
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Create Self IP 

tmsh create net self nameofip address IP address/netmask vlan vlan_name

tmsh create net self customer_vlan_ip address 10.1.20.241/24 vlan internal  

Adds the self IP address 10.10.10.24 with name “customer_vlan_ip” to the VLAN named internal

Modify Self IP

tmsh modify net self ipaddress/mask vlan vlan_name traffic-group traffic-group-name

tmsh modify net self 10.1.1.1/16 vlan external traffic-group /common/traffic-group-1

assigning ipaddress 10.1.1.1 to traffic group 1 (making it a floating ip)

K14961: Create and modify VLANs using the tmsh utility

https://my.f5.com/manage/s/article/K14961

Creating Self IP via TMSH

https://my.f5.com/manage/s/article/K14961
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Port Lock down via TMSH or GUI
The port lockdown feature allows you to secure the BIG-IP system 

from unwanted connection attempts by controlling the level of access 

to each self IP address defined on the system.

K17333: Overview of port lockdown behavior (12.x - 17.x)

https://my.f5.com/manage/s/article/K17333

https://my.f5.com/manage/s/article/K17333
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Explain the function and purpose of a router, of a 

firewall and of a switch.

Router: Layer 3 – receives and forwards data packets 

between computer networks (WAN). 

Firewall: Layer 3, 4 – monitors & controls 

incoming/outgoing network traffic

Switch: Layer 2 – connects devices using packet 

switching (LAN)

Objective 1.02
Determine switch, router, & application connectivity requirements
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Routers: Layer 3

• Routers (directs) network traffic based on IP address and Protocol

• A routing protocol specifies the criteria and rules to use to send the data 

packets. It could be hop based, time based etc.

• Routers maintain routing tables – constantly updating them depending on 

comms with other routers

• Routers usually connect LANs/CANs to WANs

• Routers can prioritize data

• Some types are Core, Edge, Wireless, Virtual

Objective 1.02
Determine switch, router, & application connectivity requirements
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Firewall: Traditionally Layer 3 & 4 -  Now up to layer 7

Works as a gate guard for networks and applications – creates a barrier between 

protected and unprotected networks.

Traditional: IP address checks and ports and protocol (tcp or udp)

• Data coming or destined to certain IP addresses or Ports allowed/blocked based 

on policy 

Modern: Traffic type and/or content

• Inspect content for bad traffic (executables, scripts, SQL injection, etc.)

• Web Application Firewall (WAF), Web Application API Protection (WAAP, 

securing API endpoints)

Objective 1.02
Determine switch, router, & application connectivity requirements
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Switches: Layer 2 & 3

• Connects networked devices within a LAN/CAN using packet switching

• Uses Media Access Control (MAC) addresses to forward data at layer 2 - 

smart switches can also work at layer 3 – Multilayer or Smart Switches

• Network packets get turned into ”Frames” with Source/Destination MAC

• Switches create a collision domain per port vs hubs that are all part of 

collision domain 

Objective 1.02
Determine switch, router, & application connectivity requirements
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Interpret network diagrams

Objective 1.02
Determine switch, router, & application connectivity requirements
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Interpret network diagrams

Objective 1.02
Determine switch, router, & application connectivity requirements
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Given a set of requirements, assign IP addresses 

IP addresses and Subnetting

• IP: 32 bits, 4 octets, 0-255 (256 values)

• Netmask: Defines how many bits are for network and how many for 

the host addresses

• Within each octet position values are: 128 64 32 16 8 4 2 1 → added 

up equals 255 per octet

• 192.168.4.40/25 → /25 means take 25 bits for the network (netmask) 

→ 255.255.255.128

• 192.168.4.40 → convert IP to binary → 

11000000.10101000.00000100.00101000

• Apply netmask in binary → 11111111 . 11111111 . 11111111. 10000000

• Hosts = 2 to the x power (how many 0s)  

• Networks: 2 to the x power (how many 1s in octet) 

Objective 1.03
IP Address: 192.168.10.15

IP Address: 172.16.20.55

IP Address: 10.11.12.99
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Given a set of requirements, assign IP addresses 

Interpret address and subnet relationships

• Given notation of 195.14.6.2/25, what is the network 

address, last useable address and netmask? 

•  195.14.6.0, 195.14.6.126, 255.255.255.128

• Given notations of 201.10.11.22/28, what addresses are in 

my network and what is the network address?

• 201.10.11.22 → convert IP to binary → 

11001001.00001010.00001011.00010110

• Apply netmask in binary →     

11111111 . 11111111 . 11111111. 11110000

• Hosts = 2 to the power of 4 (how many 0s)  Networks: 2 

to the power of 4 (how man 1s in octet)                  

•   255.255.255.240 netmask, 16 networks 16 host, 

201.10.11.16-32, 17-30 useable

Objective 1.03
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Understand public/private, multicast 

addressing, and broadcast concepts

5 Classes of IPv4 addresses: A,B,C,D,E 

– only talk about A,B,C

• A: 1.0.0.0 – 127.0.0.0 /8 

• B: 128.0.0.0 – 191.255.0.0 /16 

• C: 192.0.0.0 – 223.255.255.0 /24

IPv4 Private Addresses

• A: 10.0.0.0 /8 

• B:172.16.0.0 /12 (172.16. – 172.31.) 

• C:192.168.0.0 /16

Objective 1.03
Given a set of requirements, assign IP addresses 

RFC1918 – IPv4 Public & Private Address Space

Multicast Addressing – 224.0.0.0 thru 
239.255.255.255 – Video conferencing

Broadcast IP – All hosts, ex: 255.255.255.255

Classless Interdomain Routing (CIDR)/supernetting 
saves address space, more efficient

https://datatracker.ietf.org/doc/html/rfc1918
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Given a set of requirements, assign IP addresses 

Objective 1.03

A valid IPv6 address = 128 bits

• 8 groups of 4 hexadecimal digits (0-9,a-f) separated by colons

•  2345:0425:2CA1:0000:0000:0567:5673:23b5

• Leading 0’s can be omitted when writing it. The above can be 
written like:

•  2345:425:2CA1:0:0:567:5673:23b5

• Contiguous 0’s can be omitted: The above can be written like:

•  2345:425:2CA1::567:5673:23b5

• Contiguous 0’s can only be abbreviated once as ::, otherwise 
they must show :0:0

• Example: convert IPv4 127.0.0.1 to IPv6 
(https://tools.ietf.org/html/rfc2373)

• http://www.ciscopress.com/articles/article.asp?p=2803866

https://tools.ietf.org/html/rfc2373
https://www.ciscopress.com/articles/article.asp?p=2803866
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Purpose of NAT

A Network Address Translation (NAT) is a mapping of one 

IP address to another IP address. This mapping can be a 

translation of source, destination, or both. A NAT can be 

outbound or inbound.

Outbound NAT

Outbound NAT translates an internal source address to a 

public address. A NAT can also be used to translate an 

internal node’s IP address to an Internet routable IP address.

Inbound NAT

Inbound NAT translates a public destination address to an 

internal address. When an external client sends traffic to the 

public IP address defined in a NAT, BIG-IP translates that 

destination address to the internal node IP address.

Objective 1.03
Given a set of requirements, assign IP addresses 

Explain the function and purpose of NAT
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Explain the function and purpose of DHCP

• Purpose of DHCP – network management protocol

• Managing IP addresses for DHCP clients

• About the BIG-IP system as a DHCP relay agent

• Server listens on 67, client on 68 UDP

Configuring the BIG-IP System as a DHCP Relay Agent:

https://techdocs.f5.com/en-us/bigip-17-0-0/big-ip-local-traffic-

manager-implementations/configuring-the-big-ip-system-as-a-

dhcp-relay-agent.html

Configuring the BIG-IP System for DHCP Renewal:

https://techdocs.f5.com/en-us/bigip-17-0-0/big-ip-local-traffic-

manager-implementations/configuring-the-big-ip-system-for-

dhcp-renewal.html

Objective 1.03
Given a set of requirements, assign IP addresses 

Example DHCP Relay Agent Configuration

Example DHCP Renewal Agent Configuration

https://techdocs.f5.com/en-us/bigip-17-0-0/big-ip-local-traffic-manager-implementations/configuring-the-big-ip-system-as-a-dhcp-relay-agent.html
https://techdocs.f5.com/en-us/bigip-17-0-0/big-ip-local-traffic-manager-implementations/configuring-the-big-ip-system-as-a-dhcp-relay-agent.html
https://techdocs.f5.com/en-us/bigip-17-0-0/big-ip-local-traffic-manager-implementations/configuring-the-big-ip-system-as-a-dhcp-relay-agent.html
https://techdocs.f5.com/en-us/bigip-17-0-0/big-ip-local-traffic-manager-implementations/configuring-the-big-ip-system-for-dhcp-renewal.html
https://techdocs.f5.com/en-us/bigip-17-0-0/big-ip-local-traffic-manager-implementations/configuring-the-big-ip-system-for-dhcp-renewal.html
https://techdocs.f5.com/en-us/bigip-17-0-0/big-ip-local-traffic-manager-implementations/configuring-the-big-ip-system-for-dhcp-renewal.html
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Identify a valid MAC address

MAC address

• Known as the hardware address while the IP address 

is the logical address of the device.

• 6 groups of 2 hexadecimal digits (0-9,a-f), 48 bits

• MAC addresses can appear in several formats

Objective 1.04

en0: flags=8963<UP,BROADCAST,SMART,RUNNING,PROMISC,SIMPLEX,MULTICAST> 

mtu 1500

 ether 28:cf:e9:1b:ae:91 

 inet6 fe80::2acf:e9ff:fe1b:ae91%en0 prefixlen 64 scopeid 0x4 

inet 192.168.69.109 netmask 0xffffff00 broadcast 

192.168.69.255

nd6 options=1<PERFORMNUD>

media: autoselect

status: active

28:cf:e9:1b:ae:91 

28cf.e91b.ae91 

28-cf-e9-1b-ae-91 
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Define ARP and explain what it does

Address Resolution Protocol (ARP) is a telecommunications protocol used for resolution of network 

layer addresses into link layer addresses, a critical function in multiple-access networks.

Objective 1.04

arp who-has 10.128.10.6 tell 10.128.10.68

arp reply 10.128.10.6 is-at 02:07:01:00:01:c4
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State the purpose of a default gateway

Default Gateway

A default gateway is the node in a computer network 

using the internet protocol suite that serves as the 

forwarding host (router) to other networks, when no 

other route specification matches the destination IP 

address of a packet.

The Default Gateway is also known as the 

Gateway of Last Resort

Objective 1.04
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Explain why a route is needed

• Part of managing routing on a BIG-IP system is to add static routes for destinations that are not 

located on the directly-connected network.

• Routing is the process of selecting a path for traffic between networks or across multiple networks

• https://techdocs.f5.com/en-us/bigip-14-1-0/big-ip-tmos-routing-administration-14-1-0/static-

routes.html

• Dynamic routing protocols supported:

• BGP4, IS-IS, OSPFv2, OSPFv3, PIM, RIPv1, RIPv2, RIPng, (BFD is static)

Objective 1.05

https://techdocs.f5.com/en-us/bigip-14-1-0/big-ip-tmos-routing-administration-14-1-0/static-routes.html
https://techdocs.f5.com/en-us/bigip-14-1-0/big-ip-tmos-routing-administration-14-1-0/static-routes.html
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Explain network hops

Network hops refers to the number of 

networking devices between the sending 

unit and the final destination of the 

communication.

Some or all of these devices can make 

changes to the datagram in the flow and 

some dynamic routing protocols use hop 

count as a metric in determining the best 

path.

Objective 1.05
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Given a destination IP address and routing table, identify a route to be used

• Route Tables – The routing table is built automatically, based 

on the current TCP/IP configuration. The computer searches 

the routing table for an entry that most closely matches the 

destination IP address.

• Network Destination – The network destination is used with 

the netmask to match the destination IP address. 

• Gateway – The gateway address is the IP address that the 

local host uses to forward IP datagrams to other IP networks. 

• Interface – The interface is the IP address that is configured 

on the local computer for the local network adapter that is 

used when an IP datagram is forwarded on the network.

• Metric – A metric indicates the cost of using a route, which is 

typically the number of hops to the IP destination. 

Objective 1.05

The BIG-IP system contains two sets of routing tables:

The Linux routing tables, for routing administrative traffic through the management interface

A special TMM routing table, for routing application and administrative traffic through the TMM interfaces
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Object Definitions

• A node is a logical object on the BIG-IP® system that 

identifies the IP address of a physical resource on the 

network.

• A pool is a logical set of devices, such as web servers, that 

you group together to receive and process traffic

• A pool member consists of a server's IP address and service 

port number. An example of a pool member is 10.10.10.1:80

• A virtual server is a traffic-management object on the BIG-IP 

system that is represented by a virtual IP address and a 

service, such as 192.168.20.10:80

Manual: BIG-IP Local. Traffic Management: Basics

https://techdocs.f5.com/en-us/bigip-14-1-0/big-ip-local-traffic-

management-basics-14-1-0.html

Objective 1.06
Define ADC application objects

https://techdocs.f5.com/en-us/bigip-14-1-0/big-ip-local-traffic-management-basics-14-1-0.html
https://techdocs.f5.com/en-us/bigip-14-1-0/big-ip-local-traffic-management-basics-14-1-0.html


©2024 F571

Define load balancing including intelligent 

load balancing and server selection

Distribution of Load – The distribution of 

inbound requests and processing of load 

responses across a group of servers.

A Load balancing method is an algorithm or 

formula that the BIG-IP system uses to 

determine the server to which traffic will be 

sent. 

• Default load balancing method - Round 

Robin

K42275060: Load-Balancing Methods - 

https://my.f5.com/manage/s/article/K42275060

Objective 1.06
Round Robin – The system passes each new connection request to the next server in line, eventually 

distributing connections evenly across the array of machines being load balanced.

Ratio – The number of connections that each machine receives over time is proportionate to a ratio 

weight you define for each machine within the pool.

Fastest – The system passes a new connection based on the fastest response of all pools of which a 

server is a member. 

Least Connections – The system passes a new connection to the node that has the least number of 

current connections out of all pools of which a node is a member.

Weighted Least Connections – The system uses the value you specify in Connection Limit to 

establish a proportional algorithm for each pool member. The system bases the load balancing 

decision on that proportion and the number of current connections to that pool member.

Observed – The system ranks nodes based on the number of connections. Nodes that have a better 

balance of fewest connections receive a greater proportion of the connections.

Predictive – Uses the ranking method used by the Observed (member) methods, except that the 

system analyzes the trend of the ranking over time, determining whether a node's performance is 

improving or declining. The nodes in the pool with better performance rankings that are currently 

improving, rather than declining, receive a higher proportion of the connections.

Least Sessions – The system passes a new connection to the node that currently has the least 

number of persistent sessions.

Ratio Least Connections – The system selects the pool member according to the ratio of the number 

of connections each pool member has active.

https://my.f5.com/manage/s/article/K42275060
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Explain features of an application delivery controller

A common misconception is that an Application Delivery 

Controller (ADC) is an advanced load-balancer. This is not an 

adequate description.

An ADC is a network device that helps applications to direct 

user traffic in order to remove the excess load from two or more 

servers.

In fact, an ADC includes many OSI layer 3-7 services which 

happen to include load-balancing. Other features commonly 

found in most ADCs include SSL offload, Web Application 

Firewall, NAT64, DNS64, and proxy/reverse proxy to name a 

few.

They also tend to offer more advanced features such as content 

redirection as well as server health monitoring.

Objective 1.06
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Explain benefits of an application delivery controller

Efficiency – An application delivery controller (ADC) can improve the 

efficiency of the servers for which it manages application requests.

Performance – Application performance can be improved with features like 

compression, caching, protocol optimizations, connection management and 

intelligent load-balancing algorithms.

Reliability – An ADC provides reliability by ensuring that requests are sent 

only to available servers, redirecting requests when a server is down for 

maintenance or is unresponsive 

Security – Protect applications with DDoS protection, rate limiting, 

blacklisting, whitelisting, authentication, resource obfuscation, SSL, content 

encryption and application web firewall and SSL VPN.

Capacity – In order to architect a solution that uses a pool of servers and 

balance requests across them to increase capacity, throughput and support 

more users.

Scalability – With an ADC you can add more servers to scale up as 

demand increases without downtime or impact.

Objective 1.06
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Section 2: 
Troubleshooting
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Identify application and network errors

• Identify general meanings of HTTP error codes 

• Identify possible reasons and methods for connection termination 

• Identify possible causes for failure to establish connection

Objective 2.01
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Identify application and network errors

• Identify general meanings of HTTP error codes 

Objective 2.01
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Identify application and network errors

• Identify possible reasons and methods for connection termination

Objective 2.01
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Identify application and network errors

• Identify possible causes for failure to establish connection

Objective 2.01
Service Number

FTP data 20

FTP CMD 21

SSH 22

SMTP 25

DNS 53

HTTP 80

Kerberos 88

NTP 123

SNMP 161

LDAP 389

HTTPS 443

Syslog 514

iQuery 4353
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Given a scenario, verify Layer 2 mapping (ARP)

• Explain one-to-one mapping of MAC to IP

• Given a network diagram or ARP command output, determine if ARP resolution was successful

• Explain the purpose of MAC masquerading

Objective 2.01
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Given a scenario, verify Layer 2 mapping (ARP)

• Explain one-to-one mapping of MAC to IP

• [root@bigip-a1:Active:Standalone] config # tmsh show net arp all

Objective 2.02

• Troubleshooting ARP

▪ RESOLVED

▪ INCOMPLETE

▪ DOWN
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Given a scenario, verify Layer 2 mapping (ARP)

• Given the ARP command output, determine if ARP resolution was successful

• ARP resolution

• [root@bigip-a1:Active:Standalone] config # tmsh show net arp all

Objective 2.02
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Given a scenario, verify Layer 2 mapping (ARP)

• Explain the purpose of MAC masquerading

Objective 2.02
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Given a scenario, verify traffic is arriving at a destination

• Explain how to acquire packet captures 

• View a packet capture and identify source and destination 

• Interpret statistics to show traffic flow

Objective 2.03
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Given a scenario, verify traffic is arriving at a destination

• Explain how to acquire packet captures

• TCPDUMP

• TMUI Caputre

Objective 2.03



©2024 F585

Given a scenario, verify traffic is arriving at a destination

• View a packet capture and identify source and destination

Objective 2.03
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Given a scenario, verify traffic is arriving at a destination

• Interpret statistics to show traffic flow.

Objective 2.03

• Errors – number of packets 

containing errors

• Drops – number of packets drop for 

processing or packet errors

• Collisions – should only occur on 

half-duplex  

(tmos)# show net interface
----------------------------------------------------------------------
Net::Interface
Name    Status    Bits    Bits    Pkts    Pkts  Drops  Errs      Media
                    In     Out      In     Out
----------------------------------------------------------------------
1.1         up  111.4M    1.3G  136.1K  178.7K      0     0  10000T-FD
1.2         up    2.2G  170.3M  256.0K  260.3K      0     0  10000T-FD
1.3   disabled       0    5.1K       0      10      0     0       none
mgmt        up  254.3M  831.2M  105.4K  139.0K      0     0   100TX-FD
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Given a scenario, verify Layer 1 connectivity

• Given an exhibit of the front ethernet panel, explain why there is an imbalance in link use

• Interpret ifconfig ouput (interface bandwidth) 

• Explain potential L1 failure modes (duplex settings, cable out of specification)

Objective 2.04
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Given a scenario, verify Layer 1 connectivity

• Given an exhibit of the front ethernet panel, explain why there is an imbalance in link use

• https://techdocs.f5.com/kb/en-us/products/big-ip_ltm/manuals/product/platform-i2000-i4000/1.html#guid-0f2cb19a-9ff1-

4583-9f0a-0f3c2cc04a88

• Front Panel Link Status

Objective 2.04
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Given a scenario, verify Layer 1 connectivity

• Interpret ifconfig output (interface bandwidth)

• https://en.wikipedia.org/wiki/Ifconfig

• Ifconfig output

Objective 2.04
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Identify when drops are occurring

• Errors – number of packets containing 

errors

• Drops – number of packets drop for 

processing or packet errors

• Collisions – should only occur on half-

duplex  

(tmos)# show net interface
----------------------------------------------------------------------
Net::Interface
Name    Status    Bits    Bits    Pkts    Pkts  Drops  Errs      Media
                    In     Out      In     Out
----------------------------------------------------------------------
1.1         up  111.4M    1.3G  136.1K  178.7K      0     0  10000T-FD
1.2         up    2.2G  170.3M  256.0K  260.3K      0     0  10000T-FD
1.3   disabled       0    5.1K       0      10      0     0       none
mgmt        up  254.3M  831.2M  105.4K  139.0K      0     0   100TX-FD
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Given a scenario, verify Layer 1 connectivity

• Explain potential L1 failure modes (duplex settings, cable out of specification)

• Physical Layer (Layer 1) Failures

Objective 2.04



Section 3:
Maintenance



©2024 F593

Given a scenario, review basic stats to confirm functionality

Interpret traffic object statistics

Objective 3.01
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Given a scenario, review basic stats to confirm functionality

https://clouddocs.f5.com/cli/tmsh-reference/latest/commands/show.html

(tmos)# show ltm virtual int_www_vs

Objective 3.01

https://clouddocs.f5.com/cli/tmsh-reference/latest/commands/show.html
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Given a scenario, review basic stats to confirm functionality

Nodes screenshot

Objective 3.01
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Given a scenario, review basic stats to confirm functionality

[root@bigip-a1:Active:Standalone] config # bigtop

Objective 3.01
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Given a scenario, review basic stats to confirm functionality

Interpret network configuration statistics

Objective 3.01
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Given a scenario, review basic stats to confirm functionality

config # tmsh show net interface

Objective 3.01
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Given a scenario, determine device upgrade eligibility

Determine when to upgrade software

• New features, long term support, CVEs, bug fixes…

• The F5 hardware/software compatibility matrix

K13845: Overview of supported BIG-IP upgrade paths and an upgrade 

planning reference

https://support.f5.com/csp/article/K13845

Manual : BIG-IP Systems: Upgrading Software

https://techdocs.f5.com/kb/en-us/products/big-

ip_ltm/manuals/product/bigip-system-upgrading-software-13-0-0.html

K99014642: Choose a BIG-IP update or upgrade version | BIG-IP 

update and upgrade guide

https://my.f5.com/manage/s/article/K99014642

Objective 3.02

https://my.f5.com/manage/s/article/K9476
https://support.f5.com/csp/article/K13845
https://techdocs.f5.com/kb/en-us/products/big-ip_ltm/manuals/product/bigip-system-upgrading-software-13-0-0.html
https://techdocs.f5.com/kb/en-us/products/big-ip_ltm/manuals/product/bigip-system-upgrading-software-13-0-0.html
https://my.f5.com/manage/s/article/K99014642
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Given a scenario, determine device upgrade eligibility

Objective 3.02

What software version is it running?
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Given a scenario, determine device upgrade eligibility

Objective 3.02

Software inventory
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Given a scenario, determine device upgrade eligibility

Determine when to upgrade platform

• Platform specific features such as vCMP, PVA, SSL, FIPS, Virtual 

Edition

• Workload requirements

• Hardware Lifecycle - https://my.f5.com/manage/s/article/K4309

• Software Compatibility – https://my.f5.com/manage/s/article/K9476

Objective 3.02
Hardware product support milestones

1. Introduction: limited and general availability

2. End of Sale (EoS)

3. End of New Software Support (EoNSS)

4. End of Software Support (EoSS)

5. End of Support Contract Renewal (EoSCR)

6. End of RMA (EoRMA)

7. End of Technical Support (EoTS)

8. End of Life (EoL)

For a list of abbreviations used in the lifecycle policies, including detailed definitions, refer to K8986: F5 product support policies.

https://my.f5.com/manage/s/article/K4309
https://my.f5.com/manage/s/article/K9476
https://support.f5.com/csp/article/K8986
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Given a scenario, determine device upgrade eligibility

Objective 3.02

What platform is this device?
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Determine steps to minimize upgrade downtime

• Overview of BIG-IP system software upgrades - 

https://support.f5.com/csp/article/K84554955

• Opening a proactive service request with F5 Support - 

https://my.f5.com/manage/s/article/K16022

• Consider F5 Professional Services (especially for platform 

migration)

• K7727: License activation may be required before a software 

upgrade for BIG-IP - https://my.f5.com/manage/s/article/K7727

• Read Release Notes (Review release notes of any versions in-

between)

• Verify Device Certificate expiration date

• Upload QKView to iHealth (or save locally)

• MD5 checksum on downloaded ISO (Security Check)

• Create UCS backup!

Objective 3.02
Given a scenario, determine device upgrade eligibility

https://support.f5.com/csp/article/K84554955
https://my.f5.com/manage/s/article/K16022
https://my.f5.com/manage/s/article/K7727
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Objective 3.03
Explain application client-server communication

Client-server communication

The client–server model is a distributed 

application structure that partitions tasks 

or workloads between the providers of a 

resource or service, called servers, and 

service requesters, called clients. 

• https://en.wikipedia.org/wiki/Client–

server_model

• Remember BIG-IP is a FULL 

PROXY

• SYN / SYN-ACK / ACK

• HTTP Request / HTTP Response

https://en.wikipedia.org/wiki/Client–server_model
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NAT

• One-to-one mapping

• Bi-directional “listener”

• All ports are open

SNAT

• One-to-many mapping

• Automap translates server-side source 

IP to internal self IP or floating IP

• Port exhaustion – maximum of 65,535 

concurrent connections

• Use SNAT Pool

Objective 3.03
Given a scenario, interpret traffic flow

K8246: How the BIG-IP system handles SNAT port exhaustion – 

https://my.f5.com/manage/s/article/K8246

https://my.f5.com/manage/s/article/K8246
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Interpret traffic graphs (Interpret SNMP results)

• Monitoring BIG-IP System Traffic 

with SNMP -

https://techdocs.f5.com/en-us/bigip-15-

0-0/external-monitoring-of-big-ip-

systems-implementations/monitoring-

big-ip-system-traffic-with-snmp.html

• Traffic Graphs

Objective 3.03

https://techdocs.f5.com/en-us/bigip-15-0-0/external-monitoring-of-big-ip-systems-implementations/monitoring-big-ip-system-traffic-with-snmp.html
https://techdocs.f5.com/en-us/bigip-15-0-0/external-monitoring-of-big-ip-systems-implementations/monitoring-big-ip-system-traffic-with-snmp.html
https://techdocs.f5.com/en-us/bigip-15-0-0/external-monitoring-of-big-ip-systems-implementations/monitoring-big-ip-system-traffic-with-snmp.html
https://techdocs.f5.com/en-us/bigip-15-0-0/external-monitoring-of-big-ip-systems-implementations/monitoring-big-ip-system-traffic-with-snmp.html
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Given a scenario, interpret service status

Compare active vs inactive ADC elements

Objective 3.04

K12213214: Overview of colored status icons in the 

Configuration utility - 

https://my.f5.com/manage/s/article/K12213214

https://my.f5.com/manage/s/article/K12213214
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Compare active vs inactive ADC elements

Disabled vs Force Offline

• Both will no longer accept new connections

• Both still accepts traffic from an active connections (ssh and ftp)

• Disabled still accepts traffic from existing persistence records

• Force Offline drops traffic even from existing persistence records

Manual Resume

• When BIG-IP marks a server offline

• Must be manually enabled

Enabling and Disabling Local Traffic Objects –

https://techdocs.f5.com/en-us/bigip-14-1-0/big-ip-local-traffic-

management-basics-14-1-0/enabling-and-disabling-local-traffic-

objects.html

Objective 3.04

https://techdocs.f5.com/en-us/bigip-14-1-0/big-ip-local-traffic-management-basics-14-1-0/enabling-and-disabling-local-traffic-objects.html
https://techdocs.f5.com/en-us/bigip-14-1-0/big-ip-local-traffic-management-basics-14-1-0/enabling-and-disabling-local-traffic-objects.html
https://techdocs.f5.com/en-us/bigip-14-1-0/big-ip-local-traffic-management-basics-14-1-0/enabling-and-disabling-local-traffic-objects.html
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Given a scenario, interpret service status

Status icons in Network Map

Objective 3.04
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Given a scenario, interpret service status

Status icons for configuration objects in the GUI

Objective 3.04
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Given a scenario, interpret service status

Traffic statistics indicating which objects are or are not actively receiving traffic.

Objective 3.04
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Infer services for given netstat output

Objective 3.04

List of TCP and UDP port numbers –

https://en.wikipedia.org/wiki/List_of_TCP_and_UDP_port_numbers

https://en.wikipedia.org/wiki/List_of_TCP_and_UDP_port_numbers
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Given a scenario, interpret service status

netstat -tulpn | grep LISTEN 

Objective 3.04
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Determine whether a service is listening on a given port based on netstat output

https://www.thegeekstuff.com/2010/03/netstat-command-examples/

Objective 3.04

Netstat Output

https://www.thegeekstuff.com/2010/03/netstat-command-examples/
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Generate a Qkview and upload to iHealth

• https://ihealth.f5.com/qkview-analyzer/

• K12878: Generating diagnostic data using the qkview 

utility - https://support.f5.com/csp/article/K12878

• QKview - The qkview utility is an executable program that 

generates machine-readable (XML) diagnostic data and 

combines the data into a single compressed Tape ARchive 

(TAR) format file. You can upload this file, called a QKView 

file, to F5 iHealth , or give it to F5 Support to help them 

troubleshoot any issues.

Objective 3.05

https://ihealth.f5.com/qkview-analyzer/
https://my.f5.com/manage/s/article/K12878
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Generate a Qkview and upload to iHealth

Objective 3.05
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Given a scenario, interpret system health

TCPDump from TMUI

Objective 3.05
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Review Logs

Local logging

• By default, the BIG-IP system logs events locally and stores messages 

in the /var/log directory. For BIG-IP events, the system routes 

messages from the errdefs subsystem through syslog-ng to the local 

log files. For non-BIG-IP events, the system routes messages directly 

through syslog-ng to the local log files. In addition, you can configure 

the system to use the high-speed logging mechanism (HSL) to store the 

logs in either the syslog or the MySQL database.

Remote logging

• You can configure the system to use the HSL mechanism to log 

messages to a pool of remote log servers. If the BIG-IP system 

processes a high volume of traffic or generates an excessive amount of 

log files, F5 recommends that you configure HSL remote logging.

K16197: Reviewing BIG-IP log files – 

https://support.f5.com/csp/article/K16197

Objective 3.05

https://support.f5.com/csp/article/K16197


©2024 F5120

Given a scenario, interpret system health
Local Traffic Log

Objective 3.05

Using the Configuration utility to review log files

The most commonly used log files (for example, System, Local Traffic, Audit) are displayed in the Configuration utility. To review log files using the 

Configuration utility, perform the following steps:

1. Log in to the Configuration utility.

2. Navigate to System > Logs.

3. Click the tab that corresponds to the type of logging category you want to review.

4. Use the Search field to search for event strings or use the drop-down menu to page through the available logs.
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Given a scenario, interpret system health
Local Traffic Log

Objective 3.05

Useful TMSH Log Commands:

tmsh show /sys log ltm

tmsh show /sys log <log> range <date range>

tmsh show /sys log <log> range <date range> lines <maximum line 

count>

Using bash to review log files:

cd /var/log

cat ltm

more ltm

Reviewing Archived log files:

cd /var/log

zcat ltm.2.gz

Using code expansion to view log files:

cd /var/log

cat <log> |bigcodes |less

Expanded Message Code Example:

Mar 5 08:34:00 bigip_1 err mcpd[7430]: 01070366 (Product=BIGIP Subset=MCPD) 

:3: Bad password (abc123): BAD PASSWORD: it is WAY too short
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Ensure efficacy of maintenance tasks (alert endpoints, verify backups)

There are many maintenance tasks required to manage any system 

successfully. The BIG-IP TMOS operations guide is a great place to start 

understanding the basic tasks and how often they need to be done as 

well as links to the guides on how to do the tasks successfully.

K34421741: Quick start guides | BIG-IP TMOS operations guide – 

https://support.f5.com/csp/article/K34421741

Objective 3.05

Examples of activities include:

• One-time tasks

• Daily tasks

• Weekly tasks

• Twice-monthly tasks

• Monthly tasks

• Quarterly tasks

• Twice-yearly tasks

• Yearly tasks

• As-needed tasks

• Maintenance Checklist

https://support.f5.com/csp/article/K34421741
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Ensure efficacy of maintenance tasks (alert endpoints, verify backups)

Archive list

Objective 3.05

K13132: Backing up and restoring BIG-IP configuration files with a UCS archive –  

https://my.f5.com/manage/s/article/K13132

K4422: Viewing and modifying the files that are configured for inclusion in a UCS archive – 

https://my.f5.com/manage/s/article/K4422

https://my.f5.com/manage/s/article/K13132
https://my.f5.com/manage/s/article/K4422
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Ensure efficacy of maintenance tasks (alert endpoints, verify backups)

Archive list

By default, the BIG-IP system saves the UCS archive file with a .ucs 

extension, if you do not include the extension in the file name. You can 

also specify a full path to the archive file, and then the system saves the 

archive file to the specified location. If you do not include a path, the 

system saves the file to the default archive directory, /var/local/ucs. 

Archives that you locate in a directory other than the default directory do 

not appear in the list of available archives when you use the 

Configuration utility or the list /sys ucs command in tmsh to create or 

restore a UCS archive. 

To easily identify the file, F5 recommends that you include the BIG-IP 

host name and current time stamp as part of the file name. For example:

tmsh save sys ucs $(echo $HOSTNAME | cut -d'.' -f1)-$(date +%H%M-

%m%d%y)

Objective 3.05
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Review system vitals (disk space, CPU load, memory, bandwidth)

With the Application Visibility and Reporting (AVR) 

module, you can view BIG-IP System Vitals 

including:

• Internet Protocol (IP) packets, errors, and 

fragments

• Virtual server traffic details, TCP traffic, and UDP 

traffic

• CPU usage

• CPU utilization per process

• Memory statistics for TMM, other processes, 

system RAM, and swap space

• Disk activity, sizes, and latency

Manual Chapter : Viewing System-Level Statistics –

https://techdocs.f5.com/en-us/bigip-14-1-0/big-ip-

analytics-implementations-14-1-0/viewing-system-

level-statistics.html

Objective 3.05

https://techdocs.f5.com/en-us/bigip-14-1-0/big-ip-analytics-implementations-14-1-0/viewing-system-level-statistics.html
https://techdocs.f5.com/en-us/bigip-14-1-0/big-ip-analytics-implementations-14-1-0/viewing-system-level-statistics.html
https://techdocs.f5.com/en-us/bigip-14-1-0/big-ip-analytics-implementations-14-1-0/viewing-system-level-statistics.html
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Review system vitals (disk space, CPU load, memory, bandwidth)

Objective 3.05
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